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Abstract

A system of linear equations is called partition regular if, whenever the nat-

ural numbers are finitely coloured, there is a monochromatic solution. The

finite partition regular systems were characterised by Rado in 1933 in terms

of a simple property of their matrix of coefficients. The infinite case is much

harder, and to date only a few example of infinite partition regular systems

are known. The main contribution of the first part of this thesis is a new

family of infinite partition regular systems. We go on to use these systems

to settle a number of long-standing open problems, including showing that

there are systems that are partition regular over the rationals but not the

natural numbers.

The Erdős–Ko–Rado theorem is a basic result in extremal combinatorics.

Borg considered a variant of this result where we count the sizes of intersect-

ing families in a different way. In the second part of this thesis we answer a

question of Borg concerning an extension of his theorem.

A graph is quasirandom if it resembles a random graph in a particular

sense. In the third part of this thesis we examine random walks on quasir-

andom graphs. We show that the subgraph of edges traversed by a random

walk on a quasirandom graph is very likely to itself be quasirandom. This

answers a question of Böttcher, Hladký, Piguet and Taraz.

The maximum sized independent sets in the discrete hypercube are pre-

cisely the set of all odd subsets of [n] and all even subsets of [n]. In the

fourth part of this thesis we answer a question of Ramras that asked for the

maximum size of a balanced independent set, containing equal numbers of

sets of odd and even size.
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Notation

We collect here some common notation that will be used throughout this

thesis.

N = {1, 2, . . .}
[m,n] = {m, . . . , n}

[n] = {1, . . . , n}
X(r) = {A ⊆ X : |A| = r}

A graph G has vertex set V (G), edge set E(G) and e(G) edges. The degree

of a vertex v is d(v), and its neighbourhood is N(v). The subgraph induced

by a set X of vertices is G[X].

11





Chapter 1

Introduction

In this introductory chapter we give an overview of the problems considered

in this thesis and the results we shall obtain. Each of the remaining chapters

gives a self-contained presentation of one of the four bodies of work described

below.

In Chapter 2 we consider some problems in partition regularity. This is a

part of Ramsey theory concerned with finding sets with arithmetic structure.

Many classic results in Ramsey theory have such a form.

Schur’s theorem (1916). Whenever the natural numbers are finitely coloured

there is a monochromatic solution to the equation x+ y = z.

Van der Waerden’s theorem (1921). Whenever the natural numbers are

finitely coloured there is a colour class that contains arbitrarily long arith-

metic progressions.

Van der Waerden’s theorem can easily be strengthened to give that we

can always find a monochromatic arithmetic progression whose common dif-

ference is also the same colour. In this form the conclusion of the theorem is

13
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equivalent to the assertion that, for any n, the system of equations

x1 = a+ d

x2 = a+ 2d

...

xn = a+ nd

has a monochromatic solution.

If a system of linear equations has monochromatic solutions for every

finite colouring of the natural numbers we call it partition regular. Rado

characterised the finite partition regular systems in terms of a simple property

of their matrix of coefficients.

Given an m × n matrix A, let c(1), . . . , c(n) be its columns. We say that

A has the columns property if there is a partition [n] = I1 ∪ I2 ∪ · · · ∪ Is of

the columns of A such that
∑

i∈I1 c
(i) = 0, and, for each t,

∑

i∈It
c(i) ∈ 〈c(i) : i ∈ I1 ∪ · · · ∪ It−1〉,

where 〈·〉 denotes (rational) linear span.

Rado’s theorem (1933). A finite system of equations Ax = 0, with integer

coefficients, is partition regular if and only if A has the columns property.

Neither direction is obvious. Rado’s theorem is very powerful, as it re-

places an infinite condition—is there a monochromatic solution for every

finite colouring of the natural numbers?—by one which is easy to check in

finite time.

In the infinite case, even examples of partition regular systems are hard

to come by. For instance, it is hopeless to ask for a monochromatic infinite

arithmetic progression: because there are only countably many of these, we

can choose two elements from each and ensure that they get different colours.

It was not until much later that Hindman found the first non-trivial example

of an infinite partition regular system.
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Hindman’s theorem (1974). Whenever the natural numbers are finitely

coloured, there exist x1, x2, . . . such that all finite sums
∑

i∈I xi, where I 6= ∅,
are the same colour.

Hindman’s theorem has been generalised in two main directions. The

first is due independently to Milliken and Taylor.

Milliken–Taylor theorem (1975). Whenever the natural numbers are finitely

coloured, there exist x1 < x2 < · · · such that all finite sums
∑

i∈I xi +∑
j∈J 2xj, where I, J 6= ∅ and max I < min J , are the same colour.

This is the (1, 2) version of Milliken and Taylor’s result; there are corre-

sponding versions for any finite string of natural numbers.

Deuber–Hindman theorem (1987). For any sequence E1, E2, . . . of fi-

nite partition regular systems of equations, whenever the natural numbers are

finitely coloured there is a sequence of corresponding solutions sets S1, S2, . . .

such that all finite sums of the form
∑

i∈I xi, where I 6= ∅ and xi ∈ Si for all

i ∈ I, are the same colour.

Here a solution set Si is the set of values taken by the variables in some

solution to Ei.

The Milliken–Taylor theorem can be proved by mimicking the proof of

Ramsey’s theorem, replacing appeals to the pigeonhole principle with appeals

to Hindman’s theorem. The Deuber–Hindman theorem can be proved by

looking inside the proof of Hindman’s theorem and finding more structure:

it can be viewed as Hindman’s theorem crossed with Rado’s theorem.

The preceding three theorems are almost everything that is known about

partition regularity of infinite systems. In particular, in every known example

every variable appears with only a finite set of coefficients.

Unbounded coefficients. Is there a partition regular system in which some

variable appears with an unbounded set of coefficients?

Any example could not come from a ‘local’ modification of Hindman’s

theorem, so would necessarily be of a new and different kind.
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Partition regularity can also be defined over the rationals.1 In the finite

case, the two notions of partition regularity coincide, but in the infinite case

the corresponding question remained open.

Rationals versus naturals. Is there a system of equations which is parti-

tion regular over the rationals but not over the natural numbers?

For every non-partition regular example that had been considered, there

turned out to be some way to extend the ‘bad’ colouring of the natural

numbers to the rationals.

These questions were asked by Hindman, Leader and Strauss in their

“Survey of open problems in partition regularity”, Combinatorics, Probability

and Computing 12(5–6) 571–583 (2003).

The main contribution of Chapter 2 is a new family of infinite parti-

tion regular systems which provide a positive answer to these two questions.

These are the first examples of partition regular systems that do not arise in

the same way as Hindman’s theorem.

Theorem. For any sequence (an) of rational coefficients, the system of equa-

tions

x11 + a1y = z11

x21 + x22 + a2y = z21 + z22

...

xn1 + · · ·+ xnn + any = zn1 + · · ·+ znn
...

is partition regular over the rationals. Moreover, if the an are integers, then

the system of equations is partition regular over the natural numbers.

Taking an = 2n provides an example for the first question; taking an =

1/n provides an example for the second.

1We give formal definitions of this and other concepts in Chapter 2.
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Rather than seeking monochromatic solutions to systems of linear equa-

tions (kernels of a matrix A), we could instead ask for monochromatic images.

A variant of the above theorem provides a ready source of examples.

Theorem. For any sequence (an) of integer coefficients, the system of equa-

tions

x11 + a1y = z1

x21 + x22 + a2y = z2

...

xn1 + · · ·+ xnn + any = zn
...

is partition regular. It follows that the system of expressions

x11 + a1y

x21 + x22 + a2y

...

xn1 + · · ·+ xnn + any

...

is partition regular.

We use this system to examine the connection between image and kernel

partition regularity. Given an image partition regular matrix A, there is a

particular process that produces a kernel partition regular matrix B. (The

matrix B encodes the linear dependences between the rows of A.)

Image versus kernel. If we apply this process to any matrix A, and the

resulting matrix B is kernel partition regular, must A be image partition

regular?

One question that arises when considering this problem is the following.

Congruence conditions. Let A be a matrix that is image partition regular

and (di) be a sequence of integers. Is it true that, whenever the natural
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numbers are finitely coloured, there is a monochromatic image Ax such that

the variables xi satisfy xi ≡ 0 (mod di)?

These two questions were also asked by Hindman, Leader and Strauss

in their survey. Using our new image partition regular system we give a

negative answer to these questions.

De and Hindman considered partition regularity over different subsets of

R. They sought a matrix that was image partition regular over N but not

image partition regular over R near zero. Our new partition regular system

provides an example. By adapting our proof we are also able to show that

the matrix suggested by De and Hindman is image partition regular over N,

providing a second example.

The results of Sections 3.1–3.4 are joint work with with Neil Hindman and

Imre Leader, and have been published as “Partition regularity in the ratio-

nals”, Journal of Combinatorial Theory, Series A 120 1590–1599 (2013). The

results of Section 4 are joint work with Imre Leader and are due to appear as

“Partition regularity with congruence conditions”, Journal of Combinatorics

(2013). The results in Section 3.5 are my own work.

In Chapter 3 we consider a problem from extremal combinatorics. One

of the fundamental results in this area is the Erdős–Ko–Rado theorem. A

family of sets A ⊆ [n](r) is intersecting if A ∩B 6= ∅ for all A,B ∈ A.

Erdős–Ko–Rado theorem. If A ⊆ [n](r) is intersecting and n ≥ 2r, then

|A| ≤
(
n−1
r−1

)
.

This bound is attained by the star consisting of all r-sets containing a

fixed element of [n], and for n > 2r this extremal family is unique.

In his 2011 paper “Maximum hitting of a set by compressed intersecting

families”, Borg considered how the Erdős–Ko–Rado theorem is affected if we

only count sets containing one of a fixed set X of elements when calculating

the size of our family. That is, let

A(X) = {A ∈ A : A ∩X 6= ∅}.

Given X ⊆ [n], which families A maximise |A(X)|? For any x ∈ X, |A(X)|
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is maximised by the star at x, so Borg restricted attention to families that

are left-compressed, ruling out stars centred anywhere but 1. He then asked

for which X it was true that the star remained the optimal family in this

new setting. He obtained a complete answer to this question for |X| ≥ r,

and a partial answer when |X| < r. In Chapter 3 we answer Borg’s question

for |X| < r, provided n is sufficiently large.

The results in this chapter follow from a structural result on left-

compressed intersecting families. The statement and proof of this result were

suggested by examining small cases using a computer. Annotated program

listings and output are included at the end of the chapter.

The results in Chapter 3 are due to appear as “Maximum hitting for n

sufficiently large”, Graphs and Combinatorics (2013).

In Chapter 4 we study random walks on quasirandom graphs: graphs

that look random, provided we don’t look too closely.

There are many natural definitions of what it might mean for a graph G

on n vertices to look like a random graph of density p.

• Every not too small induced subgraph of G has density about p.

• The density of the bipartite subgraph of G induced by any two sets of

vertices has density about p.

• Let H be any graph on k vertices. Then the number of labelled induced

subgraphs of G isomorphic to H is about pe(H)(1− p)(k2)−e(H).

Surprisingly, all of these properties, and several more, turn out to be equiva-

lent in a particular sense. We call graphs satisfying these properties quasir-

andom.

Given a quasirandom graph G we can obtain a new quasirandom graph

Gp by retaining each edge of G independently with probability p. (The

random graph Gn,p can be viewed as the result of applying this process to

the complete graph Kn.) What happens if we choose a random subgraph in

some other way?

One way to choose a random subgraph is to take a random walk on G.

That is, let W = (W0,W1, . . . ,Wαn2) be a random walk on G of length
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αn2, and let Gwalk(α) be the subgraph of G consisting of the edges WiWi+1

traversed by W . Is Gwalk(α) also likely to be quasirandom?

It is easy to see that it is if G is complete. In this case each Wi is

(very nearly) a vertex selected uniformly at random from V (G). Then

W0W1,W2W3,W4W5, . . . and W1W2,W3W4,W5W6, . . . are (very nearly) two

independent sequences of uniform random edges from G, so their union is

also a random set of edges.

Morally, we expect the same argument to work for any quasirandom graph

G: the edges of G are evenly distributed, so we expect the random walk to

again consist of a sequence of edges selected almost uniformly at random.

If we try to make this precise we encounter a problem: quasirandom graphs

only resemble random graphs provided we do not look too closely, so can

have small configurations of vertices that can trap the random walk for long

periods of time. These difficulties can, however, be overcome, and in this

chapter we give a proof that Gwalk(α) is very likely to be quasirandom roughly

following the outline above.

This problem was suggested by Böttcher, Hladký, Piguet and Taraz whose

real interest was in packing lots of small trees into a complete graph. A

random walk can be viewed as a random homomorphism of a path; in the

last part of the chapter we extend our result on random walks to random

homomorphisms of trees.

The results in Chapter 4 are joint work with Eoin Long.

In Chapter 5 we answer a question in extremal graph theory. The n-

dimensional hypercube is the graph with vertex set the power set of [n] and

edges between sets which differ at exactly one element. The maximum size

of an independent set in this graph is 2n−1, and this is attained only by the

set of all odd-sized subsets of [n] and the set of all even-sized subsets of [n].

Ramras asked how large an independent set we can find that contains

equal number of sets of odd and even size. He conjectured that the best we

can do is to take even-sized sets starting from the bottom of the cube and

odd-sized sets starting from the top of the cube with an appropriate gap left

in the middle layers. We give a short proof of this result using a (known)

vertex isoperimetric inequality on the cube.



INTRODUCTION 21

The results in Chapter 5 were published as “A note on balanced inde-

pendent sets in the cube”, Australasian Journal of Combinatorics 52 (2012),

205–207.





Chapter 2

Partition regularity in the

integers and rationals

1 Introduction

An r-colouring of a set X is a partition of X into r parts A1, . . . , Ar. Each

Ai is a colour class, and a subset S of X is monochromatic if S ⊆ Ai for some

i. Equivalently, an r-colouring is a function c from X to a set of r colours,

and a subset S of X is monochromatic if c is constant on S.

The basic question of Ramsey theory is “What sort of monochromatic

sets are we guaranteed to find?”

Theorem 1 (Ramsey [Ram30]). Whenever N(m) is finitely coloured, there is

an infinite subset X of N such that X(m) is monochromatic.

That is, whenever we finitely colour the edges of a complete infinite

(hyper-) graph, there is an infinite monochromatic clique. We say that the

collection of infinite cliques is partition regular.

Ramsey’s theorem applies equally well if we replace N by any infinite set,

but there are also Ramsey-type theorems that use the additive structure of

N.

Theorem 2 (Van der Waerden [VdW21]). Let k be a natural number. When-

ever N is finitely coloured, there is monochromatic arithmetic progression of

length k.

23
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We say that “the set of arithmetic progressions is partition regular.”

Theorem 3 (Schur [Sch16]). Whenever N is finitely coloured we can find x

and y in N such that x, y and x+y are the same colour. Equivalently, when-

ever N is finitely coloured there is a monochromatic solution to the equation

x+ y = z.

We say that a system of linear equations Ax = 0 with integer coefficients

is partition regular (over N) if, whenever N is finitely coloured, the equations

have a monochromatic solution; that is, there is a vector x with entries in

N such that Ax = 0 and each entry of x is the same colour. We say that a

system of linear expressions Ax with integer coefficients is partition regular

(over N) if, whenever N is finitely coloured, there is a vector x with entries

in N such that each entry of Ax is in N and has the same colour. Partition

regularity over Z or Q is defined similarly, with N replaced by Z \ {0} or

Q \ {0} throughout.

Partition regularity is traditionally ascribed to the matrix A rather than

the system of equations Ax = 0 or the system of expressions Ax. In the first

case we call A kernel partition regular ; in the second case we call A image

partition regular. Then Schur’s theorem can be interpreted as saying either

that the matrix (
1 1 −1

)

is kernel partition regular, or that the matrix




1 0

0 1

1 1




is image partition regular, and the length 3 version of Van der Waerden’s

theorem is the statement that the matrix




1 0

1 1

1 2
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is image partition regular.

The matrix notation can be useful when discussing general systems, but

for concrete examples it is usually easier to describe the equations or expres-

sions directly. We switch between the two perspectives freely.

Later we shall chiefly be concerned with infinite systems. We remark

here that, although the corresponding matrices will have infinitely many

rows and columns, there will only be finitely many non-zero entries in each

row, so there will be no problem with the implicit infinite sums in the matrix

multiplications.

1.1 Finite partition regular systems

Rado [Rad33] gave a simple characterisation of the finite kernel partition

regular systems. Let A be an m × n matrix and let c(1), . . . , c(n) be the

columns of A. We say that A has the columns property if there is a partition

[n] = I1 ∪ I2 ∪ · · · ∪ Is of the columns of A such that
∑

i∈I1 c
(i) = 0, and, for

each t, ∑

i∈It
c(i) ∈ 〈c(j) : j ∈ I1 ∪ · · · ∪ It−1〉,

where 〈·〉 denotes (rational) linear span.

Theorem 4 ([Rad33]). A finite matrix A with integer coefficients is kernel

partition regular over N if and only if it has the columns property.

Rado’s theorem has the following immediate consequence. If finite ma-

trices A and B are kernel partition regular then they each have the columns

property, so the diagonal sum

(
A 0

0 B

)

also has the columns property, hence by Rado’s theorem is kernel partition

regular. So whenever N is finitely coloured the systems of equations Ax = 0

and By = 0 can be solved inside the same colour class; we say that A and B

are consistent.
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What about kernel partition regularity over different spaces? If A is

kernel partition regular over N then it is certainly kernel partition regular

over Z: since a colouring of Z \ {0} induces a colouring of N, we can find a

monochromatic solution to Ax = 0 inside the positive part of Z. Similarly,

if A is kernel partition regular over Z then it must also be kernel partition

regular over Q. What about the converses?

It is easy to see that if A is kernel partition regular over Z then it must

also be kernel partition regular over N. Indeed, given a colouring of N we

can reflect the colouring to Z<0 using a new set of colours; that is, if c :

N → [r] is an r-colouring of N then extend it to a 2r-colouring of Z<0 by

setting c(−x) = −c(x). Since A is kernel partition regular over Z, Ax = 0

has a monochromatic solution under c. By construction, either all of the

variables in this solution are positive, or all of the variables are negative. If

all of the variables are negative then we can multiply them by −1 to get

a monochromatic solution in which all of the variables are positive. Hence

there is always a monochromatic solution in N.

It is less obvious, but still true, that if A is kernel partition regular over

Q then it is kernel partition regular over Z. Let A be kernel partition regular

over Q and let c be an r-colouring of Z. We will show that A is kernel

partition regular over Z using a compactness argument. We think of Q as a

nested union of copies of Z: we have Q =
⋃∞
n=1

1
n!
· Z where the dot denotes

pointwise multiplication and 1
n!
· Z is the nth level of Q.

If q is in the nth level of Q, write cn(q) = c(p) where q = p
n!

. (If q is

not in the nth level of Q we leave cn(q) undefined.) We obtain a colouring

c′ of Q \ {0} as follows. Enumerate Q \ {0} as q1, q2, . . .. There is some

colour k1 such that cn(q1) = k1 for infinitely many n. Let c′(q1) = k1, and let

S1 = {n : cn(q1) = k1}. Now there is some colour k2 such that cn(q2) = k2 for

infinitely many n ∈ S1. Let c′(q2) = k2, and let S2 = {n ∈ S1 : cn(q2) = k2}.
Then there is some colour k3 such that cn(q3) = k3 for infinitely many n ∈ S2.

Let c′(q3) = k3, and let S3 = {n ∈ S2 : cn(q3) = k3}. Continuing in this way

we get an r-colouring c′ of Q \ {0}.
Since A is kernel partition regular over Q there is a monochromatic solu-

tion to Ax = 0 in Q\{0} coloured by c′. Let (qi1 , . . . , qim) be such a solution
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and let t = max1≤j≤m ij. Let n be any element of St and write qij =
pij
n!

.

Then the pij are all given the same colour by c, and (pi1 , . . . , pim) is also a

solution to Ax = 0. So we have found a monochromatic solution in Z \ {0}
coloured by c, and A is kernel partition regular over Z.

The finite image partition regular systems were characterised by Hindman

and Leader [HL93]. We shall return to the question of how the two notions

of partition regularity are related later.

1.2 Infinite partition regular systems

In the finite case partition regularity is very well understood. In the infinite

case only a few examples of partition regular systems are known.

Some trivial examples of partition regular systems can be obtained from

Ramsey’s theorem.

Corollary 5. Let a1, a2, . . . , am be natural numbers. Whenever N is finitely

coloured, there exist x1 < x2 < · · · such that all sums a1xi1 + · · · + amxim,

where i1 < · · · < im, are the same colour.

Proof. Given a colouring c of N, obtain a colouring c′ of N(m) by setting

c′(x1 < · · · < xm) = c(a1x1 + · · ·+ amxm) and apply Ramsey’s theorem.

The first non-trivial example of an infinite partition regular system is due

to Hindman.

Theorem 6 ([Hin74]). Whenever N is finitely coloured, there exist x1, x2, . . .

such that all finite sums
∑

i∈I xi, where I 6= ∅, are the same colour.

Hindman’s theorem has been generalised in two directions. The first is

due independently to Milliken and Taylor.

Theorem 7 ([Mil75] and [Tay76]). Whenever N is finitely coloured, there

exist x1 < x2 < · · · such that all finite sums
∑

i∈I xi +
∑

j∈J 2xj, where

I, J 6= ∅ and max I < min J , are the same colour.

This is the (1, 2) version of Milliken and Taylor’s result; there are corre-

sponding versions for any finite string of natural numbers.
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The Milliken–Taylor theorem is proved via the stronger result that, when-

ever N(2) is finitely coloured there exist x1 < x2 < · · · in N such that all pairs

of finite sums
{∑

i∈I xi,
∑

j∈J xj
}

, where I, J 6= ∅ and max I < min J , are the

same colour. Thus the Milliken–Taylor theorem can be viewed as Hindman’s

theorem crossed with Ramsey’s theorem.

The second generalisation is due to Deuber and Hindman.

Theorem 8 ([DH87]). For any sequence E1, E2, . . . of finite partition regular

systems of equations, whenever N is finitely coloured there is a sequence of

corresponding solutions sets S1, S2, . . . such that all finite sums of the form∑
i∈I xi, where I 6= ∅ and xi ∈ Si for all i ∈ I, are the same colour.

Here a solution set Si is the set of values taken by the variables in some

solution to Ei.

Hindman’s theorem has a proof using ultrafilters due to Galvin and Glazer

(see [Com77]). It involves proving the existence of an ultrafilter on N with

strong combinatorial properties. Deuber and Hindman’s generalisation goes

by finding an ultrafilter with even stronger properties, and can be viewed as

Hindman’s theorem crossed with Rado’s theorem.

There is no analogue of Rado’s theorem for infinite systems. There is not

even a consistency result: indeed, Deuber, Hindman, Leader and Lefmann

([DHLL95]) showed that, apart from trivial cases, every pair of Milliken–

Taylor systems is inconsistent. They also gave examples of related infinite

kernel partition regular systems for which consistency fails.

In order to recover some of the properties of finite partition regular sys-

tems, Hindman, Leader and Strauss [HLS03a] studied a stronger notion of

partition regularity concerning central sets, a type of set with very strong

combinatorial properties which is related to ultrafilters on N. This allowed

them to construct some new partition regular systems. For example, they

showed that ‘bounded parts’ of Milliken–Taylor systems are consistent.

Theorem 9 ([HLS03a]). Whenever N is finitely coloured, there exist x1 <

x2 < · · · such that all finite sums
∑

i∈I xi +
∑

j∈J 2xj or
∑

i∈I 2xi +
∑

j∈J xj,

where I, J 6= ∅, max I < min J and |I|+ |J | ≤ 100, are the same colour.
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Together with some other systems from [HLS03a], these systems are es-

sentially everything that is known.

2 New results

In [HLS03b] Hindman, Leader and Strauss surveyed the outstanding open

problems in partition regularity. The main aim of this chapter is to settle

a number of open problems from [HLS03b]. In the rest of this section we

describe and motivate the open problems and state the new results.

2.1 New partition regular systems

A complete classification of the infinite partition regular systems seems out

of reach, but all the known systems are strongly related to the Hindman’s

theorem. Must every example fall into this framework, or can partition

regular systems arise in different ways?

Hindman, Leader and Strauss [HLS03b] observed that an essential feature

of the known partition regular systems is that each variable only ever appears

with a bounded set of coefficients. So one way to search for new partition

regular systems unrelated to Hindman’s theorem is to look at systems in

which a single variable appears with an unbounded set of coefficients.

If an infinite system of equations is to have any chance of being partition

regular, then by Rado’s theorem every finite subset of the equations must

have the columns property. The easiest way to ensure this is to have, for

each equation, some variables with matching coefficients on each side of the

equation, with these variables not appearing in any other equation. So the
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most basic candidate for a new infinite kernel partition regular system is

x1 + a1y = z1

x2 + a2y = z2

...

xn + any = zn
...

(1)

where (an) is some strictly increasing sequence of integer coefficients.

Unfortunately, System 1 is not partition regular. There are several ways

to see this; we describe one based on a generalised ‘mod 3’ colouring.

For λ ∈ R, let

cλ(x) =





0 if 0 ≤ bλxc < 1
3
;

1 if 1
3
≤ bλxc < 2

3
;

2 if 2
3
≤ bλxc < 1.

We will show that there is a choice of λ for which System 1 has no monochro-

matic solution under cλ. By passing to a subsequence if necessary we may

assume that (an) grows as fast as we please: say an ≥ 4an−1.

Suppose we have a monochromatic solution to System 1. Then for every

n, bλxnc and bλznc are in the same interval of length 1/3, so

bλanyc = bλzn − λxnc 6∈ [1
3
, 2

3
).

So it suffices to choose λ such that bλannc ∈ [1
3
, 2

3
) for every n, as then the

nth equation has no monochromatic solution with y = n.

For n = 1, any value of λ in [ 1
3a1
, 2

3a1
) will do. For n = 2, any value

of λ in an interval of the form [1+3k
3a2·2 ,

2+3k
3a2·2) will do. But since a2 ≥ 4a1, at

least one such interval is contained entirely within [ 1
3a1
, 2

3a1
). Similarly, this

interval contains one of length 1
3a3·3 which is good for n = 3. Continuing

in this fashion we obtain at the nth stage an interval of length 1
3ann

, any

element of which will rule out y ≤ n. Taking λ to be the unique point in the

intersection of these intervals gives a colouring cλ under which System 1 has
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no monochromatic solution.

To increase the chance of obtaining a partition regular system we can

add more matched variables to each side of our equations. For example, we

might try the following system.

x11 + x12 + a1y = z11 + z12

x21 + x22 + a2y = z21 + z22

...

xn1 + xn2 + any = zn1 + zn2

...

However, this system is not partition regular either. Indeed, the above ar-

gument applies essentially unchanged if we break into 5 pieces instead of 3.

Similarly, we can find a bad colouring if we sum any fixed number of x’s and

z’s on each side.

What if we allow a growing number of sums? The following systems of

equations were suggested by Neil Hindman and Imre Leader.

Theorem 10. For any sequence (an) of integer coefficients, the system of

equations

x11 + a1y = z11

x21 + x22 + a2y = z21 + z22

...

xn1 + · · ·+ xnn + any = zn1 + · · ·+ znn
...

(2)

is partition regular.

We give the proof in Section 3.1. Theorem 10 is the central result of this

chapter. We will go on to generalise it in two directions and give a number

of applications of this result.

The proof of Theorem 10 uses the symmetry of System 2 (that there are
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the same number of x’s and z’s on each side of the equation). For applications

it is convenient to have a version for which there is only a single z on the

right hand side of each equation.

Theorem 11. For any sequence (an) of integer coefficients, the system of

equations

x11 + a1y = z1

x21 + x22 + a2y = z2

...

xn1 + · · ·+ xnn + any = zn
...

(3)

is partition regular.

The proof of Theorem 11 follows in Section 3.3. Some consequences for

image partition regularity are described in Section 3.4.

2.2 Partition regularity over different spaces

We saw in Section 1.1 that in the finite case the notions of kernel partition

regularity over N, Z and Q coincide. In the infinite case the two trivial

implications still hold, and the reflection argument again shows that kernel

partition regularity over N and kernel partition regularity over Z are the

same. But the proof that kernel partition regularity over Q implied kernel

partition regular over Z really did use the finiteness of the system when we

said that any solution lay in some level 1
n!
· Q. In summary, we know that

the following relationships hold.

KPR/N ⇐⇒ KPR/Z =⇒ KPR/Q

Question 12 ([HLS03b, Q6]). If a system of equations is partition regular

over Q, must it be partition regular over Z?

The easiest way to provide a negative answer to Question 12 would be to
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find a system which is partition regular over Q but does not even have any

solutions over Z. For example, we could look at System 1 with an = 1/n.1

x1 + y = z1

x2 + 1
2
y = z2

...

xn + 1
n
y = zn

...

(4)

However, as for the integer case, System 4 is not kernel partition regular over

Q. Indeed, Hindman, Leader and Strauss [HLS06] showed that System 1 is

not kernel partition regular over Q for any choice of rational coefficients an.

Applying the same trick to System 2 does provide an example.

Theorem 13. For any sequence (an) of rational coefficients, the system of

equations

x11 + a1y = z11

x21 + x22 + a2y = z21 + z22

...

xn1 + · · ·+ xnn + any = zn1 + · · ·+ znn
...

(5)

is partition regular over Q.

What happens for image partition regularity? We again have the trivial

implications

IPR/N =⇒ IPR/Z =⇒ IPR/Q,

but can we say anything about the converses?

This time N and Z are not equivalent. We can see this by considering the

1Formally, we should multiply the nth equation by n so that our system has integer
coefficients.
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following system.

x1 − x2

x2 − x3

x3 − x4

...

This system is image partition regular over Z: we can take xn = n and then

every expression takes the value −1, so they are certainly all the same colour.

But it is not image partition regular over N: we cannot even ensure that all

the variables and images are in N, as the xn would have to form a strictly

decreasing sequence, which is impossible.

Question 14 ([HLS03b, Q9]). If a system of expressions is partition regular

over Q, must it be partition regular over Z?

We describe a counterexample for this question in Section 4.

2.3 Relationship between image and kernel partition

regularity

Schur’s theorem has equivalent statements in terms of image and kernel par-

tition regularity. Hindman’s theorem is naturally a statement about image

partition regularity, but it can also be viewed as the statement that the

system of equations {
yI =

∑

i∈I
xi

}
,

where the yI are new variables indexed by the finite non-empty subsets of N,

is partition regular. Is this rephrasing possible in general?

Given a matrix A (with only finitely many non-zero entries in each row)

we define a matrix B, expressing the linear dependences between the rows

of A, as follows. Let {ri : i ∈ I} be a maximal linearly independent set of

rows of A, and write each of the remaining rows {sj : j ∈ J} as a linear

combination of the ri. Let B be the matrix corresponding to these linear
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equations. That is, for each j ∈ J write sj =
∑

i∈I cjiri, and let B be the

J × (I ∪J) matrix with left-hand side (cji) and right-hand side −1 times the

J × J identity matrix.2

If A is image partition regular, then certainly B is kernel partition regular,

because any monochromatic image of A is in the kernel of B. Conversely:

Question 15 ([HLS03b, Q7]). If B is kernel partition regular, must A be

image partition regular?

Over Q this question has a positive answer. The construction of B ensures

that, given a monochromatic kernel vector y of B, the entries of y form a

consistent set of values for the entries of Ax. The equation Ax = y can then

be solved over Q by Gaussian elimination.

This inverse procedure fails over Z because we may need to perform divi-

sions that produce non-integer results. This motivated the following question.

Question 16 ([HLS03b, Q8]). Let A be a matrix that is image partition

regular over Z and (di) be a sequence of integers. Is it true that, whenever

the natural numbers are finitely coloured, there is a monochromatic image

Ax such that the variables xi satisfy xi ≡ 0 (mod di)?

Note that we cannot ask for xi ≡ ai (mod di) for arbitrary ai. For exam-

ple, in Schur’s theorem we cannot ask for x to be odd; for then colouring the

odd numbers red and the even numbers blue forces all of x, y and x + y to

be odd.

We describe a counterexample for Question 16 in Section 4. The same

system turns out to also provide a counterexample for Question 15.

2If the rows of A are linearly independent, then B is an empty matrix, which is auto-
matically kernel partition regular.
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3 Proofs of main theorems

3.1 Proof of Theorem 10

System 2 has a solution in colour class A if and only if there is some y ∈ A
such that

a1y ∈ A− A
a2y ∈ 2A− 2A

...

any ∈ nA− nA
...

where we use the standard notation for sumsets and difference sets

A+B = {a+ b : a ∈ A, b ∈ B}
A−B = {a− b : a ∈ A, b ∈ B}

kA = A+ · · ·+ A︸ ︷︷ ︸
k times

.

We expect iterated sumsets and difference sets to have some additive

structure, so this rewriting of System 2 suggests that a sensible first question

might be ‘what kind of structure can we find inside nA−nA when n is large?’

We shall need a notion of density. For a subset S of N, its (upper) density

is

d(S) = lim sup
n→∞

|S ∩ [n]|
n

.

For a subset S of Z we write d(S) = d(S∩N) (that is, we measure its density

in one direction). We call S dense if d(S) > 0. Density has the following

properties:

• If A ⊆ B, then d(A) ≤ d(B).

• For any A and B, d(A ∪B) ≤ d(A) + d(B). In particular, whenever N
is finitely coloured, at least one colour class is dense.



PARTITION REGULARITY 37

• If A+ x1, . . . , A+ xk are disjoint translates of a set A, then

d

(
k⋃

i=1

(A+ xi)

)
= kd(A).

This is because A and A + xi are dense in roughly the same intervals.

(It is not true in general that if A and B are disjoint then d(A ∪B) =

d(A) + d(B): indeed, it is easy to construct infinitely many pairwise

disjoint sets that each have density 1 by having the sets take turns to

have density close to 1 on initial segments.)

For dense sets things work as well as we could hope for. Write m · S =

{ms : s ∈ S} for the set obtained from S by pointwise multiplication by m.

The following is a slight generalisation of a result of Stewart and Tijdeman

[ST83] (whose argument covers the case where k is a power of 2).

Lemma 17. Let S be a dense, symmetric subset of Z containing 0. Then

there is an m ∈ N such that, for k ≥ 2/d(S), kS = m · Z.

In particular, if A is a dense subset of N, then there is an m ∈ N such

that, for k ≥ 2/d(A), kA− kA = m · Z.

Proof. We will show that there is some j ≤ 1/d(S) such that (2j + 1)S =

(2j)S, and so (k + 1)S = kS for k ≥ 2/d(S). Once we have shown this, let

k = d2/d(S)e and let X = kS. We have that X+X = kS+kS = (2k)S = X.

Since S is symmetric, we also have that X = −X, so X is closed under

addition and the taking of inverses, hence is a subgroup of Z as required.

Suppose instead that, for each j ≤ 1/d(S), (2j)S ⊂ (2j + 1)S. We claim

that, for each such j, (2j + 1)S contains j + 1 disjoint translates of S. This

is a contradiction for j = b1/d(S)c.
The claim is true for j = 0. For j > 0, choose x ∈ (2j + 1)S \ (2j)S.

Then x = s1 + · · ·+ s2j+1 with si ∈ S for each i. We have

S + x− s1 = S + s2 + · · ·+ s2j+1 ⊆ (2j + 1)S

and (2j − 1)S − s1 ⊆ (2j)S ⊆ (2j + 1)S.
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Hence it suffices to show that S + x − s1 and (2j − 1)S − s1 are disjoint.

But if they intersect then t0 + x− s1 = t1 + · · ·+ t2j−1 − s1 for some ti ∈ S,

from which it follows that x = t1 + · · ·+ t2j−1− t0 ∈ (2j)S, contradicting the

choice of x.

For the ‘in particular’ statement, note that d(A− A) ≥ d(A).

If there is a y ∈ A with y divisible by m then Lemma 17 tells us that

we can solve System 2 ‘eventually’ inside A. That leaves only finitely many

equations unsolved, which we hope to solve using Rado’s theorem. The

problem is that the colour class obtained from Rado’s theorem might not be

dense. To avoid this situation we work inside a long homogeneous arithmetic

progression that is disjoint from the non-dense colour classes.

Lemma 18. Let N = A ∪ B where d(B) = 0. Then, for any l ∈ N, there is

a d ∈ N such that d · [l] ⊆ A.

Proof. Try every d = 1, 2, 3, . . . in turn. If d · [l] is not contained in A then

it contains an obstruction b ∈ B. Each b can obstruct at most l arithmetic

progressions, so if every d ≤ D fails then we can find at least D/l elements

of B inside [Dl]. Suppose that there is no good choice of d. Then D can be

taken arbitrarily large, so the density of B is at least

D/l

Dl
=

1

l2
,

which contradicts the assumption that B is not dense.

We can now show that System 2 is partition regular.

Theorem 19. Let N = A1 ∪ · · · ∪ Ar be an r-colouring of N. Then there is

a colour class Ai containing a solution to System 2.

Proof. For each dense colour class Ai, apply Lemma 17 to obtain mi and Ki

such that, for k ≥ Ki, kAi − kAi = mi · Z. Let m be the least common

multiple of the mi, and let K be the maximum of the Ki. For every dense

colour class Ai, and k ≥ K, we have kAi − kAi ⊇ m · Z.

Write P for the system consisting of the first K−1 equations of System 2.

It is easy to check that P has the columns property, so by Rado’s theorem it
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is partition regular. It follows that there exists an l such that whenever [l],

or any progression c · [l], is r-coloured it contains a monochromatic solution

to P .

Apply Lemma 18 to get d with d · [ml] disjoint from the non-dense colour

classes. Then md · [l] ⊆ d · [ml] is also disjoint from the non-dense colour

classes, and by the choice of l there is a dense colour class Ai such that

Ai ∩ (md · [l]) contains a solution

{y, x1,1, . . . , zK−1,K−1}

to P , where every element of the solution set is divisible by m. Then, for

k ≥ K, aky ∈ kAi− kAi, so this solution to P can be extended to a solution

for System 2 inside Ai.

Many results in Ramsey theory have corresponding density versions. For

example, Szemerédi’s theorem [Sze75] is the density version of Van der Waer-

den’s theorem: any dense subset of N contains arbitrarily long arithmetic

progressions. Although our argument used density in an essential way, there

is no density version of Theorem 10; indeed, if a1 = 1 then we cannot even

solve the first equation inside the odd numbers.

3.2 Proof of Theorem 13

Given a finite colouring of Q we seek a colour class A and a y ∈ A such that

a1y ∈ A− A
a2y ∈ 2A− 2A

...

any ∈ nA− nA
...

The idea is to view Q as infinitely many nested copies of Z and apply the

methods of the previous section.
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Recall that Q =
⋃∞
j=1( 1

j!
· Z), where ( 1

j!
· Z) is the jth level of Q. For a

set S ⊆ Q, let

dj(S) = lim sup
n→∞

|S ∩ ( 1
j!
· [n])|

n

be the density of S in the jth level, and let

d∗(S) = lim sup
j→∞

dj(S).

If Q = A1 ∪ · · · ∪ Ar, then, for each j,

1 ≤ dj(A1) + · · ·+ dj(Ar),

so

1 ≤ d∗(A1) + · · ·+ d∗(Ar),

and d∗(Ai) > 0 for at least one i.

The proof follows the same pattern as before.

Lemma 20. Let A ⊆ Q with d∗(A) > 0. Then there is an m ∈ N such that,

for k ≥ 4/d∗(A), kA− kA ⊇ Q.

Proof. There are infinitely many levels j such that dj(A) > d∗(A)/2. Let j

be one such level and let Aj = A ∩ 1
j!
· Z. Then by Lemma 17 inside level j,

there is an mj ∈ N such that, for k ≥ 4/d∗(A) > 2/dj(A) = 2/dj(Aj),

kA− kA ⊇ kAj − kAj =
mj

j!
· Z .

So far we have said nothing about mj. But mj cannot be too large, else

the density of the subgroup produced by Lemma 17 will be less than the

density of the set Aj to which we applied it. So there are only finitely many

possible values of mj, and some mj occurs infinitely often: call it m. Choose

an infinite set J of levels such that, for k ≥ 4/d∗(A), kA−kA ⊇ m
j!
·Z. Then,
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for k ≥ 4/d∗(A),

kA− kA ⊇
⋃

j∈J

(
m

j!
· Z
)

=
∞⋃

j=0

(
m

j!
· Z
)

= m ·Q
= Q,

since the levels of Q are nested and J is infinite.

Lemma 21. Let Q = A ∪ B where d∗(B) = 0. Then, for any l ∈ N, there

exist j and d such that d
j!
· [l] ⊆ A.

Proof. Since d∗(B) = 0 there is a j such that dj(B) <
1

4l2
. We then apply

the argument of Lemma 18 inside the jth level of Q.

Theorem 22. Let Q = A1 ∪ · · · ∪ Ar be an r-colouring of Q. Then there is

a colour class Ai containing a solution to System 5.

Proof. For each dense colour class Ai, apply Lemma 20 to obtain Ki such

that, for k ≥ Ki, kAi − kAi ⊇ Q. Let K be the maximum of the Ki. For

every dense colour class Ai, and k ≥ K, we have kAi − kAi ⊇ Q.

Write P for the system consisting of the first K−1 equations of System 5.

It is easy to check that P has the columns property, so by Rado’s theorem

it is partition regular. It follows that there exists an l such that, whenever a

progression c
j!
· [l] is r-coloured, it contains a monochromatic solution to P .

Apply Lemma 21 to get j and d with d
j!
· [l] disjoint from the colour classes

with d∗(Ai) = 0. Then by the choice of l there is a dense colour class Ai such

that Ai ∩
(
d
j!
· [l]
)

contains a solution

{y, x1,1, . . . , zK−1,K−1}

to P . Then, for k ≥ K, aky ∈ kAi − kAi, so this solution to P can be

extended to a solution for System 5 inside Ai.
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3.3 Proof of Theorem 11

We now turn our attention to the less symmetric System 3. Given a finite

colouring of N we seek a colour class A and a y ∈ A for which

a1y ∈ A− A
a2y ∈ A− 2A

...

any ∈ A− nA
...

The next two lemmas generalise Lemma 17 to the asymmetric case.

Lemma 23. Let S be a dense subset of Z with 0 ∈ S. Then there is an

X ⊆ Z such that, for any k ≥ 2/d(S), we have S − kS = X.

Proof. As in the proof of Lemma 17, we suppose to the contrary that S −
(2j)S ⊂ S − (2j + 1)S for all j ≤ 1/d(S) and show that S − (2j + 1)S

contains j+ 1 disjoint translates of S for each such j, which is impossible for

j = b 1
d(S)
c.

The claim is true for j = 0. For j > 0, choose x ∈
(
S− (2j + 1)S

)
\
(
S−

(2j)S
)
. Then x = s0 − s1 − · · · − s2j+1 with si ∈ S for each i. We have

S + x− s0 ⊆ S − (2j + 1)S and

S − (2j − 1)S − s0 ⊆ S − (2j)S ⊆ S − (2j + 1)S,

hence it suffices to show that S + x− s0 and S − (2j − 1)S − s0 are disjoint.

But if they intersect then t0 +x− s0 = t1− t2−· · ·− t2j− s0 for some ti ∈ S,

whence x = t1 − t2 − · · · − t2j − t0 ∈ S − (2j)S, contradicting the choice of

x.

What can we say about X?

Lemma 24. Let A be a dense subset of N. Then there is an m such that,

for k ≥ 2/d(A), A− kA is a union of cosets of m · Z.
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Proof. Let k ≥ 2/d(A), and let X = A − kA. For any a ∈ A, we have by

Lemma 23 that

(A− a)− k(A− a) = (A− a)− (k + 1)(A− a),

and so

X = X − A+ a.

Since a ∈ A was arbitrary it follows that X = X + A − A, whence X =

X + l(A− A) for all l. Taking l sufficiently large, by Lemma 17 there is an

m ∈ Z such that X = X +m · Z. Thus X is a union of cosets of m · Z.

The example of the odd numbers shows that it is not necessarily the case

that A − kA ⊇ m · Z for large k. However, the obstruction is clear: in that

case A does not contain even a single element of m ·Z. But then we can pass

down to a copy of N coloured with one fewer colour and apply induction.

Combining this idea with the argument for System 2 concludes the proof

that System 3 is partition regular.

Theorem 25. Let N = A1 ∪ · · · ∪ Ar be an r-colouring of N. Then there is

a colour class Ai containing a solution to System 3.

Proof. Suppose first that there is an m and an i such that Ai is disjoint from

m · Z. Then m · N is (r − 1)-coloured by the remaining colour classes, so

by induction on r we can find a monochromatic solution to System 3 inside

m · N.

Otherwise we may assume that every colour class meets every subgroup

of Z. Apply Lemma 24 to each dense colour class Ai to obtain mi and Ki

such that, for k ≥ Ki, Ai − kAi is a union of cosets of mi · Z. Let m be

the least common multiple of the mi, and let K be the maximum of the Ki.

Then, for every dense colour class Ai, and k ≥ K, Ai − kAi is a union of

cosets of m ·Z. Since every colour class contains a multiple of m, one of those

cosets is m · Z itself.

Write P for the system consisting of the first K−1 equations of System 3.

Again, it is easy to check that P has the columns property, so by Rado’s
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theorem it is partition regular. It follows that there exists an l such that

whenever [l], or a progression c · [l], is r-coloured it contains a monochromatic

solution to P .

Apply Lemma 18 to get d with d · [ml] disjoint from the non-dense colour

classes. Then md · [l] ⊆ d · [ml] is also disjoint from the non-dense colour

classes, and by the choice of l there is a dense colour class Ai such that

Ai ∩ (md · [l]) contains a solution

{y, x1,1, . . . , zK−1}

to P , where every element of the solution set is divisible by m. Then, for

k ≥ K, aky ∈ Ai − kAi, so this solution to P can be extended to a solution

for System 3 inside Ai.

3.4 Consequences for image partition regularity

Theorem 11 has the following immediate consequence.

Theorem 26. For any sequence (an) of integer coefficients, the system of

expressions

x11 + a1y x11 y,

x21 + x22 + a2y x21

x31 + x32 + x33 + a3y x22

...
...

(6)

consisting of the left-hand sides of System 3 and the variables they contain,

is partition regular over N.

Proof. The expressions in the first column are precisely the values of the zn

in any solution to System 3.

De and Hindman [DH09] studied image partition regularity over different

subsets of R. We call a matrix A image partition regular over R near zero if,

for all δ > 0, whenever (−δ, δ)\{0} is finitely coloured there is a vector x with

real entries such that Ax is monochromatic and contained in (−δ, δ) \ {0}.
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Seeking to establish whether a diagram of implications in [DH09] involving

nineteen properties had any missing implications, De and Hindman asked

the following question.

Question 27 ([DH09, Q3.10]). If a system of expressions is partition regular

over N, must it be partition regular over R near zero?

We now show that System 6 provides a counterexample.

Theorem 28. For any strictly increasing sequence (an) of integer coeffi-

cients, System 6 is not partition regular over R near zero.

Proof. Choose δ > 0 and partition (−δ, δ)\{0} as (−δ, 0)∪(0, δ). If System 6

is to be monochromatic then y and each of the xij must lie in the same part:

without loss of generality they are all positive. But then

xn1 + · · ·+ xnn + any > any > δ

for n sufficiently large.

System 6 is not the original system proposed by De and Hindman as

a possible counterexample for Question 27. In Section 3.5 we show by a

more complicated argument that De and Hindman’s system is also partition

regular over N.

3.5 A system of De and Hindman

De and Hindman considered the following system.
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x21 + x22 x21 + 2y y,

x22 + 2y

x41 + x42 + x43 + x44 x41 + 4y

x42 + 4y

x43 + 4y (7)

x44 + 4y

...

x2n1 + · · ·+ x2n2n x2n1 + 2ny

...

x2n2n + 2ny

...

Using the argument of Theorem 28 it is easy to show that System 7 is not

partition regular over R near zero. In this section we show that System 7 is

partition regular over N.

Theorem 29. For any sequence (an) of integer coefficients, the system of

expressions
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x11 x11 + a1y y,

x21 + x22 x21 + a2y

x22 + a2y

(8)

x31 + x32 + x33 x31 + a3y

x32 + a3y

x33 + a3y

...

is partition regular over N.

Taking an = n implies that System 7 is partition regular over N.

The partition regularity of System 8 almost follows directly from Theo-

rem 11. Indeed, by Theorem 11 we can always find a monochromatic solution

to the following system of equations.

x̃11 − a1y = z1

x̃21 + x̃22 − 2a2y = z2

...

x̃n1 + · · ·+ x̃nn − nany = zn
...

Set xni = x̃ni − any. Then, for each n and i,

xn1 + · · ·+ xnn = x̃n1 + · · ·+ x̃nn − nany = zn,

and

xni + any = x̃ni,

so we have found a monochromatic image for System 8. The problem is that
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we cannot be sure that the variables xni = x̃ni− any are positive. To fix this

we look inside the proof of Theorem 11 to show that we can take the xni to

be as large as we please.

Much of the following lemma has been used implicitly already. Write

A>t = {a ∈ A : a > t}.

Lemma 30. Let A be a dense subset of N that meets every subgroup of

Z, and let m be the least common multiple of 1, 2, . . . , b1/d(A)c. Then, for

n ≥ 2/d(A) and any t,

A>t − nA>t ⊇ m · Z.

Proof. First observe that, for any t, d(A>t) = d(A). Let n ≥ 2/d(A), and let

X = A>t − nA>t. For any a ∈ A>t, we have by Lemma 23 that

(A>t − a)− n(A>t − a) = (A>t − a)− (n+ 1)(A>t − a),

and so

X = X − A>t + a.

Since a ∈ A>t was arbitrary it follows that X = X + A>t − A>t, whence

X = X + l(A>t−A>t) for all l. By Lemma 17 there is an mt ∈ Z such that,

for l ≥ 2/d(A), l(A>t − A>t) = mt · Z. Hence X = X + mt · Z, and X is a

union of cosets of mt · Z. Since A contains arbitrarily large multiples of mt,

one of these cosets is mt · Z itself.

Since lA>t − lA>t contains a translate of A>t,

1/mt = d(mt · Z) ≥ d(A),

and mt ≤ 1/d(A). So mt divides m and

A>t − nA>t ⊇ m · Z.

We can now show that System 8 is partition regular.

Proof of Theorem 29. Let N be r-coloured. Suppose first that some colour

class does not meet every subgroup of Z; say some class contains no multiple
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of m. Then m · N is (r − 1)-coloured by the remaining colour classes, so by

induction on r we can find a monochromatic image. So we may assume that

every colour class meets every subgroup of Z.

Let d be the least density among the dense colour classes, and let m be

the least common multiple of 1, 2, . . . , b1/dc. Then by Lemma 30, for any

dense colour class A, any t and n ≥ 2/d,

A>t − nA>t ⊇ m · Z.

Now let N = d2/de − 1. We will find a monochromatic image for the

the expressions containing only y and xni for n ≤ N using Rado’s theorem.

Indeed, consider the following system of linear equations.

u1 = x11 v11 = x11 + a1y y,

u2 = x21 + x22 v21 = x21 + a2y

v22 = x22 + a2y

... (9)

uN = xN1 + · · ·+ xNN vN1 = xN1 + aNy

...

vNN = xNN + aNy

It is easy to check that the matrix corresponding to this system has the

columns property, so by Rado’s theorem there is an l such that, whenever

a progression c · [l] is r-coloured, it contains a monochromatic solution to

System 9.

Apply Lemma 18 to get c with c · [ml] disjoint from the non-dense colour

classes. Then mc · [l] ⊆ c · [ml] is also disjoint from the non-dense colour

classes, and by the choice of l there is a dense colour class A such that A ∩
(md · [l]) contains a solution to System 9. Since the un, vni and y are all in A,

y and the corresponding xni make the first part of System 8 monochromatic.
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Now y is divisible by m, so for n > N we have that

−nany ∈ A>any − nA>any,

so there are x̃ni and zn in A>any such that

−nany = zn − x̃n1 − · · · − x̃nn.

Set xni = x̃ni − any. Then

xn1 + · · ·+ xnn = x̃n1 + · · ·+ x̃nn − nany = zn,

and

xni + any = x̃ni,

for each n > N and 1 ≤ i ≤ n. Since x̃ni and zn are in A it follows that the

whole of System 8 is monochromatic.

It remains only to check that all of the variables are positive. But for

y and xni with n ≤ N this is guaranteed by Rado’s theorem; for n > N it

holds because x̃ni > any.

4 Counterexamples

In this section we will first describe a system which provides a counterexample

for Question 16. We will then go on to show how this system can be adapted

to provide counterexamples for Questions 14 and 15.

We seek a matrix A, and a sequence of natural numbers (di), such that

A is image partition regular but we cannot always find a monochromatic

image Ax satisfying xi ≡ 0 (mod di) for each i. Our system will come from

Theorem 26. Roughly speaking, our idea is to simulate the condition that a

variable be odd by giving some conditions on the other variables. This will

be achieved by a particular choice of the constants an and the divisibility

constraints dij on the xij.
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For every n ∈ N, we choose an ∈ N such that

ann ≡ 2n−1 (mod 2n).

To see that this is possible, write n = 2kp, where p is odd and k < n. Then

we seek an such that

anp ≡ 2n−k−1 (mod 2n−k).

But p is odd, hence invertible mod 2n−k, so these congruences have solutions.

For example, we can take a1 = 1, a2 = 1, a3 = 4, a4 = 2 and a5 = 16.

We now show that the System 6 with this choice of coefficients provides

a counterexample for Question 16. Note that, since every variable is in

the image of System 6, we may assume without loss of generality that all

variables are positive by using disjoint sets of colours for the positive and

negative integers. So it suffices to prove the following result.

Proposition 31. There is a 2-colouring of N such that there are no natural

numbers y and xij such that xij ≡ 0 (mod 2i) and System 6 is monochro-

matic.

Proof. We shall define the colouring in stages, so that at the nth stage we

force n and the nth expression in the first column to have different colours.

This rules out the possible values of y one by one.

For n = 1, we colour 1 red and all the other odd numbers blue. Since x11

must be even and positive, and a1 is odd, the first expression must be blue.

For n = 2, we colour 2 red and all the other numbers that are 2 mod 4

blue. Since x21 and x22 are 0 mod 4 and positive, and 2a2 ≡ 2 (mod 4), the

second expression must be blue.

For n = 3, the number 3 has already been coloured blue. So we colour

every number that is 4 mod 8 red. Since x31 ≡ x32 ≡ x33 ≡ 0 (mod 8), and

3a3 ≡ 4 (mod 8), the third expression must be red.

Continue. At the nth stage, n has already received some colour. Give all

numbers which are 2n−1 mod 2n the opposite colour to n. Since xn1 ≡ · · · ≡
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xnn ≡ 0 (mod 2n), and ann ≡ 2n−1 (mod 2n), the nth expression must have

the opposite colour to n.

We now turn to Question 15. We will use a reformulation of Proposi-

tion 31 to obtain a counterexample. Consider the system below, obtained by

reparameterising System 6 by setting xij = 2izij.

2z11 + a1y 2z11 y

4z21 + 4z22 + a2y 4z21

8z31 + 8z32 + 8z33 + a3y 4z22

...
...

2nzn1 + . . .+ 2nznn + any 2izij
...

...

(10)

System 10 with the previous choice of an is not partition regular over Z,

as if it were then taking xij = 2izij would contradict Proposition 31. But

if System 6 is represented by the matrix A1 and System 10 is represented

by the matrix A2, then B1 = B2, so image partition regularity of A cannot

be determined by examining the matrix B. (In fact, B1 is kernel partition

regular by Theorem 11.)

Finally, observe that System 6 and System 10 have the same images over

Q. So System 10 is not partition regular over Z but is partition regular over

Q, providing a counterexample for Question 14.

The results of Sections 3.1–3.4 of this chapter are joint work with Neil

Hindman and Imre Leader, and have been published as [BHL13]. The results

of Section 4 of this chapter are joint work with Imre Leader, and have been

published as [BL13]. The results in Section 3.5 are my own work.



Chapter 3

Maximum hitting for n

sufficiently large

1 Introduction

A family of sets is a subset of [n](r) for some n and r. We think of a set A

as an increasing sequence of elements a1a2 . . . ar. The compression order on

[n](r) has A ≤ B if and only if ai ≤ bi for 1 ≤ i ≤ r. A family A is left-

compressed if A ∈ A whenever A ≤ B for some B ∈ A. The corresponding

notion of left-compression is described in Section 2.

A family A is intersecting if A ∩ B 6= ∅ for all A,B ∈ A. (If n < 2r

then every family is intersecting.) The most basic result about intersecting

families is the Erdős-Ko-Rado Theorem. For any n and r, write S = {A ∈
[n](r) : 1 ∈ A} for the star at 1.

Theorem 1 (Erdős-Ko-Rado [EKR61]). If n ≥ 2r and A ⊆ [n](r) is inter-

secting, then |A| ≤ |S|.

Borg considered a variant problem where we only count members that

meet some fixed set X. For a family A and a non-empty set X, write

A(X) = {A ∈ A : A ∩X 6= ∅}.

Theorem 1 tells us that we can maximise |A(X)| by taking A to consist of

53
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all r-sets containing some fixed element of X. To avoid this trivial case we

insist that A be left-compressed, which rules out stars centred anywhere but

1. The star at 1 remains the optimal family if 1 ∈ X, so we assume further

that X ⊆ [2, n].

Question 2. For which X do we have |A(X)| ≤ |S(X)| for all left-

compressed intersecting families A?

Borg asked this question in [Bor11], giving a complete answer for the

case |X| ≥ r and a partial answer for the case |X| < r. Call X good (for

n and r) if for every left-compressed intersecting family A ⊆ [n](r) we have

|A(X)| ≤ |S(X)|.

Theorem 3 (Borg [Bor11]). Let r ≥ 2, n ≥ 2r and X ⊆ [2, n].

(a) If |X| > r, then X is good.

(b) If X is good and X ≤ X ′, then X ′ is good.

(c) For any k ≤ r, {2k, 2k + 2, . . . , 2r} is good.

(d) If n = 2r and |X| = r, then X is good if and only if {2, 4, . . . , 2r} ≤ X.

(e) If n > 2r, |X| = r and either

(i) r ≥ 4 and X 6= [2, r + 1],

(ii) r = 3 and {2, 3} 6⊆ X, or

(iii) r = 2 and {2, 3} 6= X,

then X is good. Otherwise, X is not good.

It is not true that allX are good. For example, consider the Hilton–Milner

family T = S([2, r+ 1])∪ {[2, r+ 1]} . The family T is left-compressed, and

for any X ⊆ [2, r + 1], |T (X)| = |S(X)|+ 1, so X is not good.

Our main result is that, surprisingly, for large n and |X| ≥ 4 this turns

out to be the only obstruction.

Theorem 4. Let r ≥ 3, n ≥ 2r and X ⊆ [2, n] with |X| ≤ r. If X 6⊆ [2, r+1]

and either

(i) |X| ≥ 4,
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(ii) |X| = 3 and {2, 3} 6⊆ X,

(iii) |X| = 2 and 2, 3 6∈ X, or

(iv) |X| = 1,

then, for n sufficiently large, X is good. Otherwise, X is not good.

For r = 2, condition (iii) is unnecessary. In this case the result can be

checked easily by hand or read out of Theorem 3 in conjunction with the

Hilton–Milner example, so we assume r ≥ 3 for simplicity.

Our proof uses Ahlswede and Khachatrian’s notion of generating sets to

express the sizes of maximal left-compressed intersecting families, and their

restrictions under X, as polynomials in n. It turns out to be sufficient to

consider only leading terms, reducing a question about intersecting families

of r-sets to a question about intersecting families of 2-sets, which have a very

simple structure.

Section 2 sets out the basic properties of compressions and generating

sets that we shall use. Section 3 describes a way of thinking about maximal

left-compressed intersecting families and proves the lemma that allows us to

compare coefficients of polynomials instead of set sizes. Section 4 completes

the proof of Theorem 4. Section 5 discusses possible improvements and

generalisations.

The statements of the results in this chapter were suggested by examining

small cases on a computer. The programs used to do this are described in

Section 6. Our proof does not rely on a computer in any way.

2 Compressions and generating sets

In this section we describe the notion of left-compression corresponding to ≤
on [n](r) and the use of generating sets.
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2.1 Compressions

For a set A, and i < j, the ij-compression of A is

Cij(A) =




A− j + i if j ∈ A, i 6∈ A,
A otherwise;

that is, replace j by i if possible. Observe that A ≤ B if and only if A can

be obtained from B by a sequence of ij-compressions.

For a set family A, define

Cij(A) = {Cij(A) : A ∈ A and Cij(A) 6∈ A} ∪ {A : A ∈ A and Cij(A) ∈ A};

that is, compress A if possible. Observe that A is left-compressed if and only

if Cij(A) = A for all i < j. The following basic result is well known.

Lemma 5. If A is intersecting then Cij(A) is intersecting.

Proof. Let A,B ∈ A and let A′, B′ be their images in Cij(A). We will show

that A′ ∩B′ 6= ∅.

If neither A nor B moved, or if both did, then A′ ∩ B′ 6= ∅, so we may

assume that A′ = A − j + i and B′ = B. Then A′ and B′ intersect unless

A ∩ B = {j}. Now if i ∈ B, then A′ ∩ B′ = {i} 6= ∅. But if i 6∈ B, then

B − j + i ∈ A, as B didn’t move. So

A′ ∩B′ = (A− j + i) ∩B = A ∩ (B − j + i) 6= ∅.

Lemma 5 means that we can always compress an intersecting family to a

left-compressed intersecting family of the same size by repeatedly applying ij-

compressions. We eventually reach a left-compressed family as
∑

A∈A
∑r

i=1 ai

is positive and strictly decreases with each successful compression.



MAXIMUM HITTING 57

2.2 Generating sets

For any r and n, and a collection G of sets, the family generated by G is

F(r, n,G) = {A ∈ [n](r) : A ⊇ G for some G ∈ G}.

Generating sets were introduced by Ahlswede and Khachatrian [AK97], and

are useful for the study of intersecting families because they give a restricted

number of sets on which all the intersecting actually happens.

Lemma 6 ([AK97]). Let G be a collection of subsets of [n] of size at most r.

For n ≥ 2r, F(r, n,G) is intersecting if and only if G is.

Proof. If G is intersecting then certainly F(r, n,G) is. Conversely, if G con-

tains two disjoint sets then (since n ≥ 2r) they can be completed to disjoint

r-sets in F(r, n,G).

If G generates a left-compressed intersecting family, then

G ′ = {G′ : G′ ≤ G for some G ∈ G}

generates the same family, so we may assume that G is ‘left-compressed’

(overlooking non-uniformity) and can therefore be described by listing its

maximal elements. It is convenient to take

F(r, n,G) = {A ∈ [n](r) : A ≺ G for some G ∈ G},

where A ≺ G (‘A is generated by G’) if and only if |G| ≤ |A| and ai ≤ gi

for 1 ≤ i ≤ |G|. We can think of ≺ as an extension of ≤ to the non-uniform

case, where ‘missing’ elements are assumed to take the value ∞. Thus

123 ≺ 12 ( = 12∞);

(12∞ = ) 12 6≺ 123.

The following weaker form of Lemma 6 is better suited to our new definition

and is sufficient for our purposes.
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Corollary 7. Let n ≥ 2r and G be a collection of subsets of [2s] of size at

most s. If F(s, 2s,G) is intersecting, then so is F(r, n,G).

3 Maximal left-compressed intersecting fam-

ilies

We say an intersecting family A ⊆ [n](r) is maximal if no other set can be

added to A while preserving the intersecting property. The maximal objects

in the set of left-compressed intersecting families are maximal intersecting

families (otherwise an extension could be compressed to a left-compressed

extension), so the ordering of ‘maximal’ and ‘left-compressed’ is unimportant.

The maximal left-compressed intersecting subfamilies of [n](2) are {12,

13, . . . , 1n} and {12, 13, 23}, and we can already distinguish between these

families when n = 4. In fact, the same phenomenon occurs for all r.

Lemma 8. Let A ⊆ [2r](r) be a maximal left-compressed intersecting family

and n ≥ 2r. Then A extends uniquely to a maximal left-compressed intersect-

ing subfamily of [n](r). Moreover, every maximal left-compressed intersecting

subfamily of [n](r) arises in this way.

Proof. Since A is left-compressed, it can be completely described by listing

its ≤-maximal elements A1, . . . , Ak. Some of these sets might contain final

segments of [2r]. The idea is that the elements of these final segments would

take larger values if they were allowed to, so we obtain a generating set by

‘replacing them by ∞’.

For A = Ai, take s greatest with as < r+s (s exists since [r+1, 2r] is not

a member of any left-compressed intersecting family), and let A′ = a1 . . . as.

Then G = {A′1, . . . , A′k} generates A, as the sets generated by A′i are precisely

those lying below Ai. Since G is a collection of subsets of [2r] of size at most

r and A = F(r, 2r,G) is intersecting, Corollary 7 tells us that F(r, n,G) is a

left-compressed intersecting family for every n.

Now let B be any extension of A to a left-compressed intersecting sub-

family of [n](r). We will show that B ⊆ F(r, n,G). Indeed, if B 6⊆ F(r, n,G)
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then there is a B ∈ B \ F(r, n,G). We claim that there is a B′ ∈ [2r](r) with

B′ ≤ B and B′ 6∈ F(r, 2r,G), contradicting the maximality of A.

We obtain B′ from B by compressing as little as possible to get B′ ⊆ [2r];

that is, we take B′ = (B ∩ [2r]) ∪ [q, 2r] with q chosen such that |B′| = r.

Explicitly, b′i = min(bi, r + i). Now take G ∈ G. Since B 6∈ F(r, n,G), there

is an i with bi > gi. By construction, r + i > gi. So b′i = min(bi, r + i) > gi,

and G does not generate B′. Hence A extends uniquely to a maximal left-

compressed intersecting subfamily of [n](r).

It remains to show that every maximal left-compressed intersecting sub-

family of [n](r) arises in this way. So suppose C ⊆ [n](r) is a maximal left-

compressed intersecting family with C ∩ [2r](r) not maximal. Let D0 be an

extension of C ∩ [2r](r) to a maximal left-compressed intersecting subfamily

of [2r](r), and let D be the unique maximal extension of D0 to [n](r). Since

C is maximal and D \ C 6= ∅, there is a C ∈ C \ D. As above, we obtain

C ′ ∈ [2r](r) with C ′ ≤ C and C ′ 6∈ D0. But then C ′ 6∈ C, contradicting the

assumption that C is left-compressed.

Lemma 8 allows a compact description of maximal left-compressed inter-

secting families. For example, {1} generates the star and {1(r+1), [2, r+1]}
generates the Hilton–Milner family. Enumerating the generating sets using a

computer is feasible for small r; Table 1 lists some possibilities. We describe

the programs used to generate Table 1 in Section 6.

r 2 3 4 5

1 1 1 1
23 23 23 23

345 345 345
14, 234 4567 4567

13, 235, 145 15, 2345 56789
12, 245 16, 23456

72 families in total 37145 families in total

Table 1: Generators for intersecting families of r-sets
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In view of Lemma 8, our key tool is the following.

Lemma 9. Let n ≥ 2, X ⊆ [2, 2r]. Then

|F(r, n,G)(X)| =
r∑

i=1

|F(i, 2r,G)(X)|
(
n− 2r

r − i

)
.

Proof. How do we construct a member of F(r, n,G)(X)? We first choose

an initial segment for our set that is contained in [2r] and witnesses the

membership of F(r, n,G)(X) (i.e. meets X and is ≺ some G ∈ G). We then

complete our set by taking as many elements as we need from outside [2r].

This gives rise to the size claimed.

4 Proof of Theorem 4

We first show that X is not good if the given conditions do not hold. We

have already seen that for X ⊆ [2, r+1] the Hilton–Milner family shows that

X is not good for any n. In each of the remaining cases we claim that the

family generated by {23} shows that X is not good for any n.

So take X = 23k with k ≥ r + 2. We have

|F(r, n, {1})(23k)| =
(
n− 2

r − 2

)
+

(
n− 3

r − 2

)
+

(
n− 4

r − 2

)
,

where the first term counts the sets containing 1 and 2, the second term the

sets containing 1 and 3 but not 2, and the third term the sets containing 1

and k but neither 2 nor 3. Similarly,

|F(r, n, {23})(23k)| =
(
n− 2

r − 2

)
+

(
n− 3

r − 2

)
+

(
n− 3

r − 2

)
,

where the terms count the sets containing 1 and 2, the sets containing 1 and

3 but not 2, and the sets containing 2 and 3 but not 1 respectively. Since

r ≥ 3, |F(r, n, {23})(23k)| > |F(r, n, {1})(23k)| and 23k is not good.
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Next take X = 3j with j ≥ r + 2. We have

|F(r, n, {1})(3j)| =
(
n− 2

r − 2

)
+

(
n− 3

r − 2

)
,

where the terms count the sets containing 1 and 3, and the sets containing 1

and j but not 3 respectively. Similarly,

|F(r, n, {23})(3j)| =
(
n− 2

r − 2

)
+

(
n− 3

r − 2

)
+

(
n− 4

r − 3

)
,

where the terms count the sets containing 1 and 3, the sets containing 2 and

3 but not 1, and the sets containing 1, 2 and j but not 3 respectively. Again,

since r ≥ 3, |F(r, n, {23})(3j)| > |F(r, n, {1})(3j)| and 3j is not good. It

follows from Theorem 3(b) that 2j is not good either.

Now we take X satisfying the conditions of the theorem and show that

X is good for n sufficiently large. We will show that, for any G 6= {1},
|F(2, 2r,G)(X)| < |F(2, 2r, {1})(X)| = |X|. Note that, for any G,

|F(1, 2r,G)(X)| = 0 as the only possible singleton generator is 1, which

does not meet X. So by Lemma 9, F(2, n,G)(X) has size polynomial in n

with leading coefficient |F(2, 2r,G)(X)|, from which the result will follow.

There are two maximal left-compressed intersecting families of 2-sets,

and F(2, 2r,G)(X) must be contained in one of them. We handle each case

separately.

Suppose first that F(2, 2r,G)(X) ⊆ {12, 13, 23}. Then it is enough to

show that

|{12, 13, 23}(X)| < |X|.

This is clearly true for |X| ≥ 4. If |X| = 3, then it is true because one of 2

or 3 is missing from X so that |{12, 13, 23}(X)| ≤ 2. If |X| = 2, then it is

true because both 2 and 3 are missing from X, so that |{12, 13, 23}(X)| = 0.

Finally, if |X| = 1, then it is true because X = {i} with i ≥ r + 2 ≥ 4.

Next suppose that F(2, 2r,G)(X) ⊆ {12, 13, . . . , 1(2r)}. Since F(r, 2r,G)

is left-compressed and has a member not containing the element 1, it has

[2, r+ 1] as a member. Hence by the intersecting property of the generators,
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F(2, 2r,G)(X) cannot contain 1j for any j ≥ r + 2. But X 6⊆ [2, r + 1], so

there is such a j ∈ X \ [2, r + 1] and |F(2, 2r,G)(X)| < |X|.

5 Improvements and generalisations

What happens for small n? Theorem 3(d) tells us that our characterisation

cannot be correct for all n ≥ 2r.

Question 10. How large is ‘sufficiently large’ for n in Theorem 4?

Answering a question in the published version of this chapter, Bond

[Bon12] showed that n ≥ (φ2−o(1))r (where φ2 = (3+
√

5)/2 is the square of

the golden ratio) is necessary for X = 24(r+2) and conjectured that n ≥ φ2r

suffices for all X that are good ‘eventually’.

r 2 3 4 5

4 6 8 T
24 46 68 7T

246 468 58T
2468 468T

2468T

Table 2: Minimal good sets for n = 2r (T = 10)

Table 2 shows the ≤-minimal good sets in the case n = 2r for 2 ≤ r ≤ 5.

The case r = 5 rules out the natural conjecture that {2k, 2k + 2, . . . , 2r} is

the unique minimal good set of its size when n = 2r. In fact, it is not even

obvious that there is a unique minimal good set of each size, although this

is true for r ≤ 5.

Question 11. Is there a ‘nice’ characterisation of the good sets for n = 2r

when r is sufficiently large?

It seems unlikely that a good explicit description exists for intermediate

values of r and n. The following may be easier.
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Question 12. Is there a short list of families, one of which maximises |A(X)|
for any X?

Versions of Lemma 8 hold for any property that is preserved under left-

compression and can be detected on generating sets. The most obvious can-

didate is that of being t-intersecting (a family A is t-intersecting if |A∩B| ≥ t

for all A,B ∈ A). Indeed, an identical argument gives the corresponding re-

sult that, for large n, a set X ⊆ [t+1, n] with |X| ≥ t+3 is good if and only if

X 6⊆ [t+1, r+1]. (For smaller X the form of good X is again decided by the

need to prevent problems caused when F(t+1, 2r−t+1,G)(X) ⊆ [t+2](t+1).)

In the context of t-intersecting families it may be more natural to consider

A(s,X) = {A ∈ A : |A ∩X| ≥ s}.

For s = 1 the argument relies on the fact that maximal left-compressed t-

intersecting families of (t + 1)-sets have one of two very simple forms. For

s = 2, even the t = 1 case is complicated by the larger number of structures

of intersecting families of 3-sets (more generally, (t + s)-sets); this problem

seems likely to get worse for larger s and t.

6 Program listings and results

Many of the results in this chapter were suggested by examining small cases

using a computer. The following programs are written in Haskell, and were

compiled and run using GHC version 7.0.4.

In this section sets are represented by lower case letters for consistency

with the Haskell code.

6.1 Initial exploration

Program listing

We use some list functions.

import Data.List
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The compression order on [n](r):

x ‘leftOf‘ y = all id $ zipWith (<=) x y

The r-sets from [n], ordered lexicographically:

choose _ 0 = [[]] -- one way to choose empty set

choose [] _ = [] -- no other subsets of empty set

choose (x:xs) r = first ++ second where

first = map (x:) $ choose xs (r-1)

second = choose xs r

We build up left-compressed intersecting families by accepting or rejecting

each r-set as it is presented to us. Observe that the lexicographic order

extends the compression order, so that if we accept a set then we have already

accepted everything to its left. We work with lists of pairs (partial family,

remaining choices) and sort families lexicographically so that we can use that

property later.

compressedIntersectingFamilies r n = map sort $

cif [([], choose [1..n] r)]

cif [] = []

cif partialFamilies = map fst done ++ cif take ++ cif leave where

-- stop processing families with no further options

(done, rest) = partition (([]==) . snd) partialFamilies

-- if we use c then every other set we use must meet c

take = map take’ rest

take’ (f, (c:cs)) = (c:f, [d | d <- cs, c ‘meets‘ d])

-- if we do not use c then we can use no set lying above c

leave = map leave’ rest

leave’ (f, (c:cs)) = (f, [d | d <- cs, not (c ‘leftOf‘ d)])
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We only want to keep maximal intersecting families. We detect non-

maximal families by testing all pairs for inclusion.

maximalCompressedIntersectingFamilies r n =

maximalsBy (strict subset) $

compressedIntersectingFamilies r n

-- maximal elements in generic partial order

maximalsBy (<|) xs = [x | x <- xs, not $ any (x <|) xs]

-- the partial order <| should be strict

strict order x y = order x y && x /= y

A listing of the elements of each family is hard to understand, so instead

we filter out all but the maximal elements in the compression order.

niceList r n = map (maximalsBy (strict leftOf)) $

maximalCompressedIntersectingFamilies r n

Utility functions

Do two ordered lists intersect?

[] ‘meets‘ _ = False

_ ‘meets‘ [] = False

(x:xs) ‘meets‘ (y:ys) = case compare x y of

LT -> xs ‘meets‘ (y:ys)

EQ -> True

GT -> (x:xs) ‘meets‘ ys

Are two ordered lists nested?

[] ‘subset‘ _ = True -- empty list contained in everything

_ ‘subset‘ [] = False -- nothing else contained in empty list

(x:xs) ‘subset‘ (y:ys) = case compare x y of

LT -> False -- x is missing from Y

EQ -> xs ‘subset‘ ys -- in both

GT -> (x:xs) ‘subset‘ ys -- y not in X but don’t mind
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Sample output

The function niceList lists the ≤-maximal elements of each maximal left-

compressed intersecting subfamily of [n](r).

*Main> mapM_ print $ niceList 3 6

[[1,5,6]]

[[1,4,6],[2,3,4]]

[[1,3,6],[1,4,5],[2,3,5]]

[[2,3,6]]

[[1,2,6],[2,4,5]]

[[3,4,5]]

*Main> mapM_ print $ niceList 3 7

[[1,6,7]]

[[1,4,7],[2,3,4]]

[[1,3,7],[1,4,5],[2,3,5]]

[[2,3,7]]

[[1,2,7],[2,4,5]]

[[3,4,5]]

*Main> mapM_ print $ niceList 3 8

[[1,7,8]]

[[1,4,8],[2,3,4]]

[[1,3,8],[1,4,5],[2,3,5]]

[[2,3,8]]

[[1,2,8],[2,4,5]]

[[3,4,5]]

These results suggest that there are exactly 6 maximal left-compressed

intersecting subfamily of [n](3) for any n. We can also observe how the form

of the maximal elements varies with n, allowing us to guess the proof as well

as the statement of Lemma 8.
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6.2 An optimisation

By Lemma 8, if we want to find the possible generators of maximal left-

compressed intersecting subfamilies of [n](r), it suffices to consider the cases

when n = 2r. This permits a number of optimisations to the code in the

previous section.

The maximal intersecting subfamilies of [2r](r) are precisely those that

contain exactly one of each complementary pair of r-sets. So provided we

make sure that we select exactly one set from each complementary pair of

r-sets we need not check separately that our families are either intersecting

or maximal.

Program listing

We work with pairs (partial family, remaining choices) where choices are now

pairs (x, y) of complementary r-sets.

complement r = ([1..2*r] \\)

pairs r = [(x, complement r x) | x <- choose [1..2*r-1] r]

For some pairs (x, y) our choice is forced as x is to the left of y. We want

all pairs to represent genuine choices, so we process these cases first.

startpoint r = [(f, cs)] where

choices = pairs r

forced = [(x,y) | (x,y) <- choices, x ‘leftOf‘ y]

f = map fst forced

cs = choices \\ forced

The following observation is useful. Suppose that a ≤ b. Then a has

more elements than b in any initial segment of [n]. Taking complements, ac

has fewer elements than bc in any initial segment of [n]. Hence bc ≤ ac.

From each complementary pair (x, y) we must choose one set to accept,

and one set to reject. If we accept x then we will already have accepted

everything to the left of x (and so already rejected everything to the right of

y), so there is nothing further to do.
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takeFirst (f, ((x,y):cs)) = (x:f, cs)

If instead we accept y then we must also accept everything to the left of

y. By the observation, this will also ensure that we reject everything to the

right of x.

takeSecond (f, ((x,y):cs)) = (added ++ f, cs’) where

firsts = [(a,b) | (a,b) <- cs, a ‘leftOf‘ y]

seconds = [(a,b) | (a,b) <- cs, b ‘leftOf‘ y]

added = y : map fst firsts ++ map snd seconds

cs’ = cs \\ (firsts ++ seconds)

families r = map sort $ cif $ startpoint r

cif [] = []

cif partialFamilies = map fst done ++

(cif $ map takeFirst rest) ++

(cif $ map takeSecond rest) where

(done, rest) = partition (([]==) . snd) partialFamilies

Finally, we want to extract the generators of each family.

generatingSets r = map (generators r) $ families r

generators r = map (reverse .

strip [2*r, 2*r-1..] .

reverse) . maximalsBy (strict leftOf)

strip [] ys = ys

strip _ [] = []

strip (x:xs) (y:ys) = if x == y then strip xs ys else y:ys

This program was used to produce the list of generators in Table 1.
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6.3 Good sets

Program listing

We use generators to construct the maximal left-compressed intersecting fam-

ilies.

_ ‘genBy‘ [] = True -- infinity greater than everything

[] ‘genBy‘ _ = False -- nothing else greater than infinity

(x:xs) ‘genBy‘ (y:ys) = x <= y && xs ‘genBy‘ ys

fromGenerators r n gs =

[x | x <- choose [1..n] r, any (x ‘genBy‘) gs]

maximalCompressedIntersectingFamilies r n =

map (fromGenerators r n) $ generatingSets r

After restricting to sets that meet x, is the star still biggest?

star r n = map (1:) $ choose [2..n] (r-1)

good r n x = all p $ maximalCompressedIntersectingFamilies r n where

p f = (length $ filter (meets x) f) <= target

target = length $ filter (meets x) $ star r n

Which sets are good?

minGoodSets r n = map (minGoodSets’ r n) [1..r]

-- which s-sets are good?

minGoodSets’ r n s = f $ choose [2..n] s where

f [] = []

f (x:xs) | good r n x = x : f [y | y <- xs, not (x ‘leftOf‘ y)]

| otherwise = f xs
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Sample output

In light of Theorem 3(b), we list only ≤-minimal good sets. Curiously, for

r ≤ 5 there is only one of each size.

*Main> mapM_ print $ minGoodSets 2 4

[[4]]

[[2,4]]

*Main> mapM_ print $ minGoodSets 3 6

[[6]]

[[4,6]]

[[2,4,6]]

*Main> mapM_ print $ minGoodSets 4 8

[[8]]

[[6,8]]

[[4,6,8]]

[[2,4,6,8]]

*Main> mapM_ print $ minGoodSets 5 10

[[10]]

[[7,10]]

[[5,8,10]]

[[4,6,8,10]]

[[2,4,6,8,10]]

The results of this chapter have previously been published as [Bar13].



Chapter 4

Random walks on quasirandom

graphs

1 Introduction

We call a graph quasirandom if it resembles a random graph in some way.

There are many things this could mean. We are interested in dense graphs,

so let G be a graph on n vertices with ρ
(
n
2

)
edges. We call ρ the density of

G.

A random-looking graph should have its edges uniformly spread out. We

cannot of course ask that G contains ρk edges from any set of k potential

edges, but we can ask for this we restrict ourselves to a small number of

natural sets of edges specified in advance: for example, the edges of each

large clique in G.

P1(ε): For every A ⊆ V (G) with |A| ≥ εn,

∣∣∣∣e(A)−
(|A|

2

)∣∣∣∣ < ε

(
n

2

)
,

where e(A) = e(G[A]) is the number of edges of G spanned by the

vertices in A.

Another possibility is to look at the number of edges between large sets

of vertices.

71
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P2(ε): For all A,B ⊆ V (G) with |A|, |B| ≥ εn,

|e(A,B)− ρ|A||B|| < ε|A||B|,

where e(A,B) = |{(a, b) ∈ A×B : ab ∈ E(G)}|.

Properties P1 and P2 tell us about the large scale structure of the graph.

Alternatively, we might be interested in the number of copies of small sub-

graphs present in G.

P
(s)
3 (ε): For every graph H on s vertices,

∣∣∣N∗G(H)− nsρe(H)(1− ρ)(
s
2)−e(H)

∣∣∣ < εns,

where N∗G(H) is the number of labelled induced subgraphs of G iso-

morphic to H; that is, the number of injections f : V (H)→ V (G) such

that uv ∈ E(H) ⇐⇒ f(u)f(v) ∈ E(G).

P4(ε): The number of labelled 4-cycles in G (sequences of distinct vertices

xyzw with xy, yz, zw, wx ∈ E(G)) satisfies

|C4(G)− ρ4n4| < εn4.

Property P4 looks much weaker than any of P1, P2 or P
(s)
3 (for fixed s ≥ 4).

However, the surprising fact is that they all equivalent, in the following sense:

for each pair of properties P and Q and every ε > 0, there is a δ > 0 such

that, if G satisfies P (δ), then G satisfies Q(ε).

To see why P1 and P2 might be equivalent in this sense, note that e(A) =
1
2
e(A,A) for every A and, in the other direction,

e(A,B) = e(A ∪B) + e(A ∩B)− e(A \B)− e(B \ A)

for every A and B.

There are many other notions of quasirandomness that are equivalent in

this sense. We mention just one.
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P5(ε): Let A be the adjacency matrix of G, and let λ1 ≥ λ2 ≥ · · · ≥ λn be its

eigenvalues. Then |λ1 − ρn| < εn and max(|λ2|, |λn|) < εn.

Quasirandom graphs were first studied by Thomason [Tho87] (under the

name “jumbled graphs”), and the large number of equivalences between vari-

ous quasirandomness properties was observed by Chung, Graham and Wilson

[CGW89].

We take P2 as our definition of quasirandomness. Thus a graph G on n

vertices with ρ
(
n
2

)
edges will be ε-quasirandom if

|e(A,B)− ρ|A||B|| < ε|A||B|,

for all sets A,B ⊆ V (G) with |A|, |B| ≥ εn.

The basic philosophy of quasirandom graphs is that they resemble random

graphs, provided we don’t look too closely. For example, we expect most

vertices to have degrees close to ρn, but it is too much to hope for that every

vertex should have this property. Indeed, G could easily have a small number

of isolated vertices, as quasirandomness is not sensitive to what happens on

small parts of the graph.

Proposition 1. Let X ⊆ V (G) with |X| ≥ εn and let Y = {v ∈ V (G) :

|e(v,X)− ρ|X|| ≥ ε|X|}. Then |Y | < 2εn.

Proof. We have Y = Y + ∪ Y − where

Y + = {v ∈ V (G) : e(v,X) ≥ ρ|X|+ ε|X|},
Y − = {v ∈ V (G) : e(v,X) ≤ ρ|X| − ε|X|},

hence

∣∣e(X, Y +)− ρ |X|
∣∣Y +

∣∣∣∣ ≥ ε |X|
∣∣Y +

∣∣ ,
∣∣e(X, Y −)− ρ |X|

∣∣Y −
∣∣∣∣ ≥ ε |X|

∣∣Y −
∣∣ .

But then, since G is ε-quasirandom and |X| ≥ εn, we must have |Y +|, |Y −| <
εn.
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In particular, taking X = V (G) there are at least (1− 2ε)n vertices v of

G with |d(v)− ρn| ≤ εn. We will call such vertices balanced.

Explicit constructions of quasirandom graphs are hard to come by. They

are typically based on some algebraic structure; for example, for a prime q

congruent to 1 modulo 4, the Paley graph Gq has vertex set the finite field

Fq and edges between i and j whenever i− j is a quadratic residue modulo

q. Paley graphs are quasirandom.

It is more typical for quasirandomness to appear as a result of other

processes. For example, Szemerédi’s regularity lemma [Sze78] produces par-

titions of a graph such that most pairs of parts span a graph that satisfies a

bipartite quasirandomness condition.

1.1 New graphs from old

By design, the random graph Gn,p (in which edges appear independently with

probability p) is quasirandom with high probability (that is, with probability

tending to 1 as n → ∞). More generally, given a quasirandom graph G we

can, with high probability, obtain a new quasirandom graph Gedge(p) by

retaining edges of G with some fixed probability p. (The random graph Gn,p

can be thought of as the result of applying this process to the complete graph

Kn.)

Another way to choose a random set of edges from G is to take a random

walk on G. A random walk W on G is a sequence of vertices W0,W1, . . . ,Wl

where W0 is chosen from some initial distribution and Wi+1 is selected uni-

formly from the neighbours of Wi, with all choices made independently. We

want to obtain a dense set of edges, so we take the length l of W to be αn2

for some constant α > 0. Let Gwalk(α) denote the random subgraph of G

consisting of those edges traversed by W .

Question 2. Is Gwalk(α) quasirandom with high probability?

This question was asked by Böttcher, Hladký, Piguet and Taraz [Hla12]

in relation to their work on tree packing, but it is also a natural question in

its own right.
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Observe that the answer is positive if G is the complete graph Kn. Indeed,

in this case Gwalk(α) is very close to Gn,p for some p. This is because the

sequenceW0,W1, . . . is very nearly a sequence of independent random vertices

of G (‘very nearly’ because consecutive terms of the sequence are forced to

be distinct). Then W0W1,W2W3, . . . and W1W2,W3W4, . . . are very nearly

two sequences of independent random edges of G, so Gwalk(α) is very close

to a random subgraph of G.

Why might we expect Gwalk(α) to be quasirandom in general?

1. The graph G is approximately regular, of degree ρn, so the equilibrium

distribution of W is approximately uniform. If the random walk W

mixes rapidly, then most sequence terms will also be uniformly dis-

tributed and W will visit each vertex around αn times.

2. At each visit to a vertex v, W picks up a random edge leaving v, so

W collects a random set of αn edges, chosen with replacement, from

the ρn edges at v. Taking the union of these sets should then give a

random subgraph of G.

The main obstacle to turning this outline into a proof is related to what

exactly we mean by saying W ‘mixes rapidly’. Since quasirandomness does

not say anything about small parts of the graph, G might have small configu-

rations of low degree vertices that can trap the random walk for long periods

of time. We handle this possibility in two different ways.

The first way is to sidestep it by only considering graphs with a linear

bound on their minimum degree. This allows us to get a strong result which

applies in some common situations, such as when G is regular.

Theorem 3. Let α, ε, ρ, η > 0 with η > ε and let γ = Cε1/4 for some

absolute constant C > 0. Let G be an ε-quasirandom graph on n vertices

with ρ
(
n
2

)
edges and minimum degree at least γn, and let W be a random

walk on G of length αn2. Then, with probability 1− o(1), the graph Gwalk(α)

is η-quasirandom with (1− e−2α/ρ + o(1))ρ
(
n
2

)
edges.

This result cannot hold if we remove the condition on the minimum de-

gree. Indeed, let G be the disjoint union of a small clique on ε2n/2 vertices
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and a large clique on (1 − ε2/2)n vertices, and start W from a vertex of G

selected uniformly at random. Then we do not even have concentration of

the density of Gwalk(α), as with positive probability (depending on ε but not

on n) W will start in the small clique and so remain trapped there for all

time. (We describe a similar, connected example in more detail at the start

of Section 4.) So we must necessarily allow our failure probability to depend

on ε as well as n. Write oε(1) for a quantity which is less than f(ε) for n

sufficiently large, for some f(ε) tending to zero with ε.

Theorem 4. Given α, ρ, η > 0 there exists ε > 0 such that the following

holds. Let G be an ε-quasirandom graph on n vertices with ρ
(
n
2

)
edges, and

let W be a random walk on G of length αn2 starting at any vertex W0 of G

with (ρ− ε)n ≤ d(W0) ≤ (ρ+ ε)n. Then, with probability 1− oε(1), the graph

Gwalk(α) is η-quasirandom with (1− e−2α/ρ + oε(1))ρ
(
n
2

)
edges.

In Section 2 we define an explicit model for our random walks and show

that Step 2 works straightforwardly in this setting. In Section 3 we carry

out Step 1 for the case where we have a bound on the minimum degree of G.

This proves Theorem 3, and illustrates why we get the weaker conclusion in

Theorem 4. In Section 4 we use a more elaborate argument to perform Step

1 in the general case, proving Theorem 4.

The problems considered in this chapter were suggested by Böttcher,

Hladký, Piguet and Taraz [Hla12] after they encountered similar problems

in connection with their work on tree packing. Suppose that we are trying

to pack many trees into a copy of Kn. One approach is to embed some of

the trees randomly. If we succeed in packing a small number of trees, then

it would be good to know that the subgraph consisting of unused edges has

nice enough properties that we can iterate the argument and therefore pack

a much larger number of trees. If H is a subgraph of G, and both graphs are

quasirandom, then G−H is also quasirandom. So it would be useful to have

a result like Theorem 4, but for random images of trees rather than paths.

We consider such a generalisation in Section 5.

Since we will only prove asymptotic results we make a number of sim-

plifying assumptions. We assume that ε is sufficiently small compared to
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the other parameters, and are only interested in statements for n sufficiently

large. We omit notation indicating the taking of integer parts, and ignore

questions of divisibility when breaking walks into pieces of a given size.

2 The list model

We now define a third model of a random subgraph to act as a staging post

between Gwalk(α) and Gedge(p). The subgraph Glist(ν) of G is obtained by

selecting νd(v) edges at each vertex v of G to be retained, with all choices

made independently and with replacement. We give a rather elaborate formal

definition in order to introduce some ideas which will be useful later.

For each v ∈ V (G), let Lv be an infinite list of uniform selections from

the neighbourhood of v, with all choices made independently. The entry u

on the list Lv corresponds naturally to the edge uv of G, and we define

Glist(ν) =
⋃

v∈V (G)

{uv : u appears in the first νd(v) entries of Lv}.

In this section we will show that Glist(ν) is very close to Gedge(p) for some

p, in the sense that large subgraphs have similar densities in each model. It

will then follow that Glist(ν) is quasirandom with high probability.

We first calculate the expected density of Glist(ν) in G. Throughout this

section G will be an ε-quasirandom graph on n vertices with ρ
(
n
2

)
edges and

minimum degree at least γn. The corresponding arguments for the general

case are similar and appear in Section 4.

Lemma 5. For all A,B ⊆ V (G),

E
(
eGlist(ν)(A,B)

)
= (1− e−2ν + o(1))eG(A,B).

Proof. The edge uv of G appears in Glist(ν) if and only if u appears in the

first νd(v) entries of Lv, or v appears in the first νd(u) elements of Lu. The

probability of this occurring is

1− (1− 1/d(v))νd(v)(1− 1/d(u))νd(u) = 1− e−2ν + o(1),
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since d(v), d(u) ≥ γn. Hence

E
(
eGlist(ν)(A,B)

)
= (1− e−2ν + o(1))eG(A,B).

To show that the number of edges retained in any subgraph is close to its

expectation we use Talagrand’s concentration inequality [Tal95]. In its usual

form Talagrand’s inequality is asymmetric and bounds a random variable

in terms of its median. We use the following symmetric version (see [MR02,

Chapter 20]) that gives concentration of the random variable about its mean.

Theorem 6 (Talagrand’s inequality). Let Ω =
∏N

i=1 Ωi be a product of prob-

ability spaces with the product measure. Let X be a random variable on Ω

such that

(i) there is a constant c > 0 such that |X(ω)−X(ω′)| ≤ c whenever ω and

ω′ differ on only a single coordinate;

(ii) whenever X(ω) ≥ r there is a set I ⊆ {1, . . . , N} with |I| = r such that

X(ω′) ≥ r for all ω′ ∈ Ω with ω′i = ωi for all i ∈ I.

Then, for 0 ≤ s ≤ E (X),

P
(
|X − E (X) | ≥ s+ 60c

√
E (X)

)
≤ 4e−s

2/8c2E(X).

Lemma 7. Let ν > 0. Then, with probability 1− o(1),

eGlist(ν)(A,B) = (1− e−2ν + o(1))eG(A,B),

for all A,B ⊆ V (G) with |A|, |B| ≥ εn.

Proof. We apply Theorem 6 to the space Ω =
∏

v∈V (G)

∏νd(v)
i=1 N(v), where

each neighbourhood has the uniform probability measure; we can view Ω as

the space of choices for the first νd(v) entries of each list Lv. For A,B ⊆ V (G)

with |A|, |B| ≥ εn, let XA,B = eGlist(ν)(A,B). It is easy to see that XA,B

satisfies the conditions of Talagrand’s inequality. Indeed, (i) holds since

changing a list entry can change XA,B by at most c = 2. Furthermore, (ii)
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holds since, if XA,B ≥ s, then there are s list entries witnessing this fact.

Therefore, by Theorem 6, for 120
√
E (XA,B) ≤ t ≤ E (XA,B) we have

P (|XA,B − E (XA,B)| ≥ 2t) ≤ 4e−t
2/32E(XA,B).

By Lemma 5 we have E (XA,B) = (1−e−2ν+o(1))eG(A,B). Since eG(A,B) ≥
(ρ − ε)ε2n2, taking t = C ′

√
nE (XA,B) (= o(E (XA,B))) for large enough

C ′ > 0 gives that

P
(∣∣XA,B − (1− e−2ν + o(1))eG(A,B)

∣∣ ≥ 2t
)
≤ 8−n.

But there are at most 2n choices for A and 2n choices for B. Therefore, with

probability at least 1− 2−n, we have that XA,B = (1− e−2ν + o(1))eG(A,B)

for all A,B ⊆ V (G) with |A|, |B| ≥ εn.

This is enough to ensure that Glist(ν) is quasirandom with high proba-

bility.

Theorem 8. Let ν > 0. Then, with probability 1 − o(1), Glist(ν) is ε-

quasirandom.

Proof. By Lemma 7, with probability 1− o(1),

|eGlist(ν)(A,B)− (1− e−2ν)eG(A,B)| = o(1)eG(A,B),

for all A,B with |A|, |B| ≥ εn. By the definition of quasirandomness, we also

have that

|eG(A,B)− ρ|A||B|| < ε|A||B|.

So by the triangle inequality,

|eGlist(ν)(A,B)− (1− e−2ν)ρ|A||B|| < o(1)eG(A,B) + (1− e−2ν)ε|A||B|
≤ (o(1) + (1− e−2ν)ε)|A||B|
< ε|A||B|,

for n sufficiently large.
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Having shown that Glist(ν) is quasirandom with high probability, it suf-

fices to show that Gwalk(α) is close to Glist(ν) for some ν. The construction

of the random walk W requires, at each visit to a vertex v, a choice of a

random neighbour of v. We obtain a coupling of Gwalk(α) and Glist(ν) by,

at the jth visit to v, taking this choice to be the jth entry of the list Lv.

Then Gwalk(α) and Glist(ν) both consist of the edges corresponding to some

initial segments of the lists Lv, and it is enough to show that we can choose

ν such that the lengths of these initial segments are similar: that is, that

the number of times the random walk W visits each vertex of G is roughly

proportional to its degree.

We give two arguments. The first, appearing in Section 3, applies when we

have a good lower bound on the minimum degree ofG. The second, appearing

in Section 4, applies to a general quasirandom graphG, but necessarily gives a

weaker result. We include the argument for the special case where G has large

minimum degree for two reasons: it is the more natural argument and, when

it applies, it shows that there is essentially no loss of quasirandomness when

we pass from G to Gwalk(α), which could be useful for some applications.

3 Bounded minimum degree

To begin this section we recall some useful facts. A random walk W on a

graph G is a Markov chain with transition matrix P given by

Puv =





1/d(u) if uv ∈ E(G);

0 if uv 6∈ E(G).

Thus P is a normalised version of the adjacency matrix A, where each row

has been scaled by the degree of the corresponding vertex. The eigenvalues of

P are all real; let these be λ1 ≥ λ2 ≥ · · · ≥ λn and write λ = max(|λ2| , |λn|).
The first eigenvalue λ1 of P is always equal to 1 and has a corresponding

eigenvector π = (πv) given by πv = d(v)
2e(G)

. This vector π is called the station-

ary distribution of the walk W . If G is connected and non-bipartite then,

for any initial distribution of W0, the distribution of Wi converges to π as
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i→∞ (i.e. P (Wi = v)→ πv as i→∞ for each v). The following standard

result, which can read out of Jerrum and Sinclair [JS89], gives control on the

rate of this convergence.

Lemma 9. For any graph G on n vertices with minimum degree at least γn,

and any initial distribution on W0, we have

max
v∈V (G)

|P (Wi = v)− πv| ≤ cγλ
i,

for some cγ depending on γ.

If G is ε-quasirandom then property P5 tells us that all but the first

eigenvalue of the adjacency matrix A are small. If G is regular then, since

the transition matrix P is a scalar multiple of A, λ will also be small. For a

general ε-quasirandom graph this need not be true: for example, if G contains

a small connected component, then λ = 1 (the 1-eigenspace is spanned by

the stationary distributions of each connected component of G). Similarly,

λ can be very close to 1 if there is a small set of vertices that is only weakly

connected to the rest of the graph. However, a lower bound on the minimum

degree of G is enough to recover an upper bound on λ.

Lemma 10. Let G be an ε-quasirandom graph on n vertices with ρ
(
n
2

)
edges

and minimum degree at least γn, where γ ≥ Cε1/4 for some absolute constant

C > 0. Then, for n sufficiently large, λ ≤ 1/2.

Proof of Lemma 10. The proof follows the standard argument for showing

that property P4 implies property P5. We first estimate the number of la-

belled copies of C4 in G, and then evaluate the trace of P 4 in two different

ways. Note that the implicit constants in our use of O(·) notation here are

absolute.
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The number of labelled copies of C4 in G is

C4(G) = 2
∑

u∈V (G)

∑

v∈V (G)

(|N(u) ∩N(v)|
2

)

= 2 · (1 +O(ε))n · (1 +O(ε))n ·
(

(ρ+O(ε))2n

2

)
+O(ε)n2

(
n

2

)

= (ρ+O(ε))4n4 +O(ε)n4

=
(
1 +O

(
ε/ρ4

))
ρ4n4.

where the main term here accounts for balanced vertices u and v with close

to ρ2n common neighbours, and the error term bounds the contribution to

the sum from each other pair by
(
n
2

)
. (The number of these pairs is small by

Proposition 1).

Now the trace of P 4 is a weighted sum of the closed walks of length 4 in

G, where the weight of the closed walk uvwx is 1/(d(u)d(v)d(w)d(x)). Thus

∑

v∈V (G)

(P 4)vv =
(1 +O(ε/ρ4))ρ4n4

((ρ+O(ε))n)4
+
O(ε)n4

(γn)4
+
O(n3)

(γn)4

= 1 +O
(
ε/ρ4

)
+O

(
ε/γ4

)
+O

(
1/(γ4n)

)
,

where the main term counts the contribution from 4-cycles containing only

balanced vertices and the error terms account for the contributions from 4-

cycles with at least one unbalanced vertex and from closed walks of length

4 which are not 4-cycles respectively. (The lower bound on the minimum

degree of G gives an upper bound of 1/(γn)4 for the weight of any one walk.)

But we also have

∑

v∈V (G)

(P 4)vv =
n∑

i=1

λ4
i = 1 +

n∑

i=2

λ4
i ,

from which it follows that

λ4 ≤
n∑

i=2

λ4
i = O

(
ε/ρ4

)
+O

(
ε/γ4

)
+O

(
1/(γ4n)

)
≤ 1/16,
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for ρ ≥ γ ≥ Cε1/4 and n sufficiently large.

For a finite probability space Ω, the total variation distance between two

probability measures µ1 and µ2 is defined by

dTV (µ1, µ2) =
1

2

∑

ω∈Ω

|µ1(ω)− µ2(ω)|.

This is the amount of probability mass that would have to be moved to turn

one distribution into the other. Lemmas 9 with 10 tell us that the total

variation distance between Wt and a vertex sampled from the stationary

distribution is small when t is a little larger than log n. We can obtain much

more by breaking W into pieces with large gaps.

Let L = (log n)2, and let K = αn2/L. Given i < L, let W (i) denote the

subsequence of W obtained by starting from Wi and taking L steps at a time:

that is, W (i) = (W
(i)
1 , . . . ,W

(i)
K ) where W

(i)
j = Wi+jL for all j < K. For each

v ∈ V (G), let X
(i)
v be the random variable which counts the number of times

W (i) visits v. Our next lemma shows that, with high probability, X
(i)
v takes

a value close to what we expect.

Lemma 11. Let G be a graph satisfying the conditions of Lemma 10 and let

v ∈ V (G). Then we have

P

(
∣∣X(i)

v −Kπv
∣∣ ≥

√
8 log n

Kπv
Kπv

)
= O

(
n−3
)
.

Proof. Let µ = πK be the K-fold product measure of π on V (G)K ; that is,

µ(w) =
∏K

i=1 πwi for w ∈ V (G)K . By Lemma 9 and Lemma 10, we have

P(W (i) = w) = P(W
(i)
1 = w1)P(W

(i)
2 = w2|W (i)

1 = w1) · · ·P(W
(i)
K = wK |W (i)

K−1 = wK−1)

=
(
πw1 +O

(
2−(logn)2

))(
πw2 +O

(
2−(logn)2

))
· · ·
(
πwK +O

(
2−(logn)2

))

=
(
πw1 +O

(
n−6
)) (

πw2 +O
(
n−6
))
· · ·
(
πwK +O

(
n−6
))

=
(
1 +O

(
n−3
))
µ(w),
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since γ
ρn
≤ πv ≤ 1

ρn
for all v and K = O(n2). Summing over all w gives that

dTV (P, µ) = O
(
n−3
)
,

where P is the measure on V (G)K induced by W (i). Now let

A =
{
w ∈ V (G)K : |X(i)

v (w)−Kπv| ≥
√

2 log nKπv

}
.

By Chernoff’s inequality (see [AS08, A.1.11 and A.1.13]),

µ(A) ≤ 2e−(4+o(1)) logn = O
(
n−3
)
.

Since P (A) ≤ µ(A) + dTV (P, µ), the result follows.

Now let Xv =
∑L−1

i=0 X
(i)
v be the number of visits W makes to vertex v.

Observing that LKπv = αn2πv = (1 + 1
n−1

)α
ρ
d(v), we obtain the following

corollary by summing over i and v.

Corollary 12. Let α, ε, ρ, γ > 0 with ρ ≥ γ ≥ Cε1/4 for some absolute

constant C > 0. Let G be an ε-quasirandom graph on n vertices with ρ
(
n
2

)

edges and minimum degree at least γn, and let W be a random walk on G of

length αn2. Then

P

(∣∣∣∣Xv −
α

ρ
d(v)

∣∣∣∣ ≥
√

8 log n

Kπv

α

ρ
d(v) for some v

)
= O

(
n−1
)
.

Hence, with high probability, the number of visits W makes to each v ∈
V (G) is

(
α
ρ

+ o(1)
)
d(v). We can now complete the proof of Theorem 3.

Proof of Theorem 3. By Corollary 12, we have that, with probability 1−o(1),

Glist(α/ρ− o(1)) ⊆ Gwalk(α) ⊆ Glist(α/ρ+ o(1)).

From the proof of Theorem 8, we have that, with probability 1− o(1),

|eGwalk(α)(A,B)− (1− e−2α
ρ )ρ|A||B|| < (1− e−2α

ρ + o(1))ε|A||B|,
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for all A,B ⊆ V (G) with |A|, |B| ≥ εn. Since 1 − e−2α
ρ < 1, Gwalk(α) is

ε-quasirandom with probability 1− o(1).

4 General case

We now move to the case of a general ε-quasirandom graph G with edge

density ρ. Such G must always contain a connected component of order at

least (1− ε)n (as otherwise we can find two sets of at least εn vertices with

no edges between them), so by restricting our walk to this component (and

increasing ε slightly) we may assume that G is connected.

The extra difficulty in the general case is that there might be small sets

of vertices that are only weakly connected to the rest of the graph in which

the random walk can get stuck. For example, let G consist of a small clique

on ε2n/2 vertices joined to a large clique on (1− ε2/2)n vertices by a single

edge. Then G is ε-quasirandom but it is not even true that the number of

edges in Gwalk(α) is concentrated near some value. Indeed, the worst case

has |A| = |B| = εn with all ε2n/2 vertices of the small clique in A. Then G

has density ρ ≈ 1 and

e(A,B) ≈ (ε− ε2/2)n× εn
= (1− ε/2)ε2n2

= (1− ε/2)|A||B|,

so

|e(A,B)− |A||B|| < ε|A||B|,

and G is ε-quasirandom.

Now suppose that we start our random walk in the large clique. If we

remain in the large clique for all time then we will visit the end of the bridge

to the small clique around αn times. The probability that we do not cross

on any of these occasions is approximately

(
1− 1

n

)αn
≈ e−α.
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Similarly, the probability that we do not cross to the small clique in the first

εn2 steps is approximately

(
1− 1

n

)εn
≈ e−ε,

so with probability 1 − e−ε ≈ ε we will cross to the small clique within the

first εn2 steps. The probability that we then remain there for all time is

around (
1− 1

ε2n/2

) αn2

ε2n/2

≈ e−
4α
ε4 .

So with positive probability we remain in the large clique for all time, but

also with positive probability (depending on ε but not on n) we will quickly

cross to the small clique and then remain there.

So for general quasirandom graphs we cannot hope for as strong a result

as Theorem 3, and our assertions about high probability will necessarily

depend on ε as well as n. In this section we use ‘with high probability’ to

mean ‘with probability 1− oε(1)’, with oε(1) small (depending on ε) for large

n as defined in Section 1.

Our main task in this section is to find a weaker replacement for Corol-

lary 12 in Section 3. Instead of saying that the random walk visits every

vertex v around α
ρ
d(v) times, we ask instead that the random walk visits

most vertices of G around α
ρ
d(v) times. Recall that we call a vertex v bal-

anced if |d(v) − ρn| ≤ εn. We will show that, if W is a random walk of

length αn2 on G with W0 balanced, then, with high probability, W hits most

vertices of G about the right number of times. We can then use analogues of

the results in Section 2 to prove Theorem 4 in the same way that Theorem 3

was deduced from Corollary 12.

Our first lemma gives a lower bound on the probability that a given step

of a random walk W is in a set S ⊆ V (G). Write 1X for the indicator

function of a set X and 1v for the indicator function of the set {v}. Note

that if the initial distribution for W0 is π then P (Wi ∈ S) =
∑

v∈S πv = π ·1S
for any set S ⊆ V (G) when i ≥ 0. The next result shows that this is still

almost true if W starts from a balanced vertex, S is large and i ≥ 2.
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Lemma 13. Let G be a connected ε-quasirandom graph on n vertices with

ρ
(
n
2

)
edges, let v be a balanced vertex, and let S ⊆ V (G). Then, for a random

walk W starting at v, we have

P (Wi ∈ S) ≥ π · 1S − 8
√
ε/ρ ≥ |S|/n− 9

√
ε/ρ,

for i ≥ 2 and n sufficiently large.

Proof. We first show that the random walk is quite well mixed after only

two steps. Let A be the set of neighbours of v with degree at most (ρ+ ε)n

and B be the set of vertices with at least (ρ − ε)|A| neighbours in A. Thus

A and B are the ‘well-behaved’ first and second neighbourhoods of v. By

ε-quasirandomness, |A| ≥ d(v)− εn ≥ (ρ−2ε)n and |B| ≥ (1− ε)n. We have

1vP =
1

d(v)
1N(v)

≥ 1

(ρ+ ε)n
1A,

where the inequality holds in each coordinate. For x ∈ B,

(1AP )x =
∑

y∈A
xy∈E(G)

1

d(y)

≥ (ρ− ε)(ρ− 2ε)n

(ρ+ ε)n

≥ ρ(1− 4ε/ρ),

where the first inequality holds because each y ∈ A has degree at most

(ρ+ ε)n, x has at least (ρ− ε)|A| neighbours in A and |A| ≥ (ρ−2ε)n. Hence

1AP ≥ ρ(1− 4ε/ρ)1B.

Since the entries of P are non-negative we can compose these inequalities to

obtain

1vP
2 ≥ (1− 5ε/ρ)

n
1B.
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Let b = (1−5ε/ρ)
n

1B. Since πx = d(x)

2ρ(n2)
, if x is a balanced vertex, then (1−ε/ρ)

n−1
≤

πx ≤ (1+ε/ρ)
n−1

; if x is not balanced, then we only have the trivial bound πx ≤ 1
ρn

.

Since at most 2εn vertices are unbalanced and at most εn vertices are not in

B,

‖b− π‖2 ≤
(
n

(
7ε

ρn

)2

+ 3εn

(
2

ρn

)2
)1/2

≤
(

64ε

ρ2n

)1/2

,

where we increased the constants slightly to account for the change from

n− 1 to n in the denominator. Then, for i ≥ 2,

P (Wi ∈ S) = 1vP
i1S

= 1vP
2 · P i−21S

≥ bP i−21S

= πP i−21S + (b− π)P i−21S.

By Cauchy-Schwarz, and the fact that the eigenvalues of P are at most 1,

‖(b− π)P i−21S‖2 ≤ ‖b− π‖2 ‖1S‖2

≤
(

64ε|S|
ρ2n

)1/2

≤ 8
√
ε/ρ,

and so

P (Wi ∈ S) ≥ π · 1S − 8
√
ε/ρ,
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proving the first inequality. Since at least |S|−2εn elements of S are balanced,

π · 1S =
∑

x∈S

d(x)

2ρ
(
n
2

)

≥ (|S| − 2εn)(ρ− ε)
ρn

≥ |S|/n− 2ε− ε/ρ
≥ |S|/n−√ε/ρ,

which proves the second inequality.

We now consider the following variant of the list model for constructing

a random walk. Fix some small length L and let K = αn2/L. By a block

rooted at v we mean a random walk of length L starting at v. For each vertex

v, let Λv be an infinite list of blocks rooted at v. We can construct a random

walk of length αn2 as follows. Choose W0 from the given initial distribution,

and, at each stage s = 1, . . . , K, let W(s−1)L · · ·WsL be the first unused block

rooted at W(s−1)L. At the end of the construction we have examined K blocks

in total from the top of the n lists. Let M be the set of blocks examined

(equivalently, the multiset of roots of blocks used).

Λ1 Λ2 Λ3 Λn−1 Λn

• • • · · · • •
• • • · · · • •
◦ • • · · · ◦ •
◦ • ◦ · · · ◦ ◦
◦ ◦ ◦ · · · ◦ ◦

...
...

...
...

...

Figure 1: The construction examines K blocks from the top of the lists Λv,
but we cannot tell in advance which blocks these will be.

This construction generalises the simple list model (which corresponds to

the case L = 1), and we again hope to exploit the independence of blocks by

applying standard concentration inequalities. There are two main obstacles.

One is that we do not know anything about the distribution of a block rooted
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at a vertex v which is not balanced. We therefore first show that most of the

root vertices are balanced. The second obstacle is that we do not know in

advance which set of blocks we will examine. We handle this by approaching

the problem from the other direction: for a given multiset M , what is the

probability that the corresponding blocks do not contain an even distribution

of the vertices? This turns out to be small enough that summing over all

possible M gives the bound we require.

Lemma 14. Let G be a connected ε-quasirandom graph on n vertices with

ρ
(
n
2

)
edges, and let W be a random walk of length αn2 starting at a balanced

vertex of G. Let δ = 3 4
√
ε/
√
ρ and suppose that n is sufficiently large. Then

with probability at least 1−3δ there exists a set A ⊆ V (G), with |A| ≥ (1−δ)n,

such that each vertex in A is hit at least (1− 4δ)αn times by W .

Proof. Take L = ωn for any ωn � n/ log n which tends to infinity as n→∞,

and let K = αn2/L. Construct a random walk W as described above and let

x1, . . . , xK be the roots of the K blocks used. We first show that, with high

probability, most of the vertices x1, . . . , xK are balanced.

Let U be the number of xi that are unbalanced. By Lemma 13, for i ≥ 2,

P (xi is unbalanced) ≤ 1−
(
(1− 2ε)− δ2

)

≤ 2δ2,

since there are at least (1− 2ε)n balanced vertices and δ2 > 2ε. By Markov’s

inequality,

P (U ≥ δK) ≤ E (U)

δK

≤ 2δ2K

δK

= 2δ.

Now let M be a multiset of (1 − δ)K balanced vertices and let W (1),

W (2), . . . ,W ((1−δ)K) be the corresponding blocks. We will show that the

probability that these blocks contain most balanced vertices about the right

number of times is large.
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Let S ⊆ V (G) with |S| = δn. By Lemma 13, for every 1 ≤ i ≤ (1− δ)K
and every j ≥ 2 we have P

(
W

(i)
j ∈ S

)
≥ δ − δ2. Let Xij be the indicator of

the event W
(i)
j ∈ S, let Xj =

∑K
i=1Xij and let XM,S =

∑L
j=1Xj. For fixed

j the Xij are independent, so by Chernoff’s inequality (see [AS08, Appendix

A]),

P
(
Xj < (δ − 2δ2)|M |

)
≤ e−2(δ2|M |)2/|M |

= e−2δ4|M |.

Hence

P
(
XM,S < (δ − 4δ2)αn2

)
≤ P

(
XM,S < (δ − 3δ2)(1− δ)KL

)

= P
(
XM,S < (δ − 3δ2)|M |L

)

≤ P
(
Xj < (δ − 2δ2)|M | for some 2 ≤ j ≤ L

)

≤ Le−2δ4|M |,

where the second inequality holds for large n because the contribution from

X1 is negligible as L→∞.

Let A = {x ∈ V (G) : x is visited at least (1 − 4δ)n times by W}. If

|A| < (1− δ)n, then either δK of the xi are unbalanced, or there is set S of

δn vertices and a set of blocks M such that XM,S < (δ − 4δ2)αn2. Hence

P (|A| < (1− δ)n) ≤ P (U ≥ δK) +
∑

M

∑

S

Le−2δ4|M |

≤ 2δ +

(
K + n− 1

n− 1

)(
n

δn

)
Le−2δ4(1−δ)K

≤ 2δ +O(K)n · 2n · L · e−2δ4(1−δ)K

≤ 2δ + exp
(
O(n log n) +O(n) +O(log n)− 2δ4(1− δ)K

)

≤ 3δ,

for n sufficiently large, since K � n log n.

We can now show that Gwalk(α) is close to Glist(α/ρ).
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Lemma 15. Let G be a connected ε-quasirandom graph on n vertices with

ρ
(
n
2

)
edges, and let δ = 3 4

√
ε/
√
ρ. Then, with probability 1− oε(1),

|E(Gwalk(α))4 E(Glist(α/ρ))| = oε(1)n2.

Proof. For n sufficiently large, by Lemma 14 there is probability at least

1− 3δ that there is a set A of (1− δ)n vertices such that each vertex in A is

visited at least (1− 4δ)αn times by the random walk. Since δ > 2ε, there is

a subset B ⊆ A of balanced vertices with |B| ≥ (1− 2δ)n. This accounts for

(1− 2δ)n · (1− 4δ)αn ≥ (1− 6δ)αn2

of the list entries examined, so Gwalk(α) and Glist(α/ρ) can differ on at most

12δαn2 edges.

Hence to prove Theorem 4 it suffices to extend the results of Section 2

to the case were do not have any lower bound on the minimum degree of G.

That turns out to be too much to ask, but the weaker statements that hold

are still enough to prove Theorem 4.

The shape of the argument is the same as that of Section 2.

Lemma 16. Let G be an ε-quasirandom graph on n vertices with ρ
(
n
2

)
edges,

and let ν > 0. Let A,B ⊆ V (G) with |A|, |B| ≥ ε0.99n. Then

E
(
eGlist(ν)(A,B)

)
= (1− e−2ν + oε(1))eG(A,B).

The exact lower bound on the sizes of A and B is unimportant; any value

asymptotically larger than ε would work equally well.

Proof. Write S = {v ∈ V (G) : d(v) ≥ (ρ− ε)n}. Then

|eG(V (G), Sc)− ρn|Sc|| > εn|Sc|,

so, by ε-quasirandomness, |Sc| < εn.

The edge uv of G appears in Glist(ν) if and only if u appears in the first

νd(v) entries of Lv, or v appears in the first νd(u) elements of Lu. If u, v ∈ S,
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then the probability of this occurring is

1− (1− 1/d(v))νd(v)(1− 1/d(u))νd(u) = 1− e−2ν + o(1),

since d(v), d(u) ≥ (ρ− ε)n. So

E
(
eGlist(ν)(A,B)

)
= (1− e−2ν + o(1))eG(A,B) +O(εn(|A|+ |B|))
= (1− e−2ν + oε(1))eG(A,B),

since eG(A,B) ≥ (ρ− ε)|A||B| and |A|, |B| ≥ ε0.99n.

Lemma 17. Let G be an ε-quasirandom graph on n vertices with ρ
(
n
2

)
edges

and let ν > 0. Then with probability 1− o(1),

eGlist(ν)(A,B) = (1− e−2ν + oε(1))eG(A,B),

for all A,B ⊆ V (G) with |A|, |B| ≥ ε0.99n.

Proof. We again apply Talagrand’s inequality (Theorem 6) to the space Ω =∏
v∈V (G)

∏νd(v)
i=1 N(v), where each neighbourhood has the uniform probability

measure. For A,B ⊆ V (G) with |A|, |B| ≥ ε0.99n, let XA,B = eGlist(ν)(A,B).

As before, XA,B satisfies the conditions of Talagrand’s inequality so, for

120
√

E (XA,B) ≤ t ≤ E (XA,B), we have

P (|XA,B − E (XA,B)| ≥ 2t) ≤ 4e−t
2/32E(XA,B).

By Lemma 16 we have E (XA,B) = (1 − e−2ν + oε(1))eG(A,B). Since

eG(A,B) ≥ (ρ − ε)ε1.98n2, taking t = C ′
√
nE (XA,B) (= o(E (XA,B))) for

large enough C ′ > 0 gives that

P
(∣∣XA,B − (1− e−2ν + oε(1))eG(A,B)

∣∣ ≥ 2t
)
≤ 8−n.

But there are at most 2n choices for A and 2n choices for B. Therefore, with

probability at least 1− 2−n, we have that XA,B = (1− e−2ν + oε(1))eG(A,B),

for all pairs (A,B) with |A|, |B| ≥ ε0.99n.
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This is enough to ensure that Glist(ν) is quasirandom with high proba-

bility.

Theorem 18. Let G be an ε-quasirandom graph on n vertices with ρ
(
n
2

)
edges

and let ν > 0. Then, with probability 1− o(1), Glist(ν) is oε(1)-quasirandom.

Proof. By Lemma 16, with probability 1− o(1),

|eGlist(ν)(A,B)− (1− e−2ν)eG(A,B)| = oε(1)eG(A,B),

for all A,B with |A|, |B| ≥ ε0.99n. By the definition of quasirandomness, we

also have that

|eG(A,B)− ρ|A||B|| < ε|A||B|.

So by the triangle inequality,

|eGlist(ν)(A,B)− (1− e−2ν)ρ|A||B|| < oε(1)eG(A,B) + (1− e−2ν)ε|A||B|
≤ (oε(1) + (1− e−2ν)ε)|A||B|
= oε(1)|A||B|.

Hence Glist(ν) is δ-quasirandom with δ = max(ε0.99, oε(1)), where the oε(1)

is taken from the last line.

Taking ε sufficiently small completes the proof of Theorem 4.

5 Trees

A homomorphism from a graph H to a graph G is an edge-preserving map φ :

V (H)→ V (G). A random walk can be viewed as a random homomorphism

of a path; a natural generalisation is to consider a random homomorphism

of some other tree T . (This is sometimes called a tree-indexed random walk.)

Just as we traversed a path in one direction, our trees will be rooted and we

think of them as directed ‘downwards’, away from the root. In this section

we will explore to what extent the methods of Section 4 can be applied in

this more general setting.
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We generate a random homomorphism as follows. Enumerate the vertices

of T as v0, v1, . . . , vk where, for each j, T [v0, . . . , vj] is a connected subtree of

T containing the root v0. First choose φ(v0) from a given initial distribution.

Then, at each stage j > 0, let u be the parent of vj in T and choose φ(vj)

uniformly at random from the neighbours of φ(u). All choices are made

independently, and we can think of these choices as being taken from the

lists Lv as before.

Suppose now that G is an ε-quasirandom graph on n vertices. Let φ

be a random homomorphism from a tree T of size αn2 to G, and let G(T )

be the subgraph of G consisting of the edges in the image of φ. Is G(T )

quasirandom with high probability? It is easy to see that in general the

answer is no. For example, let G = Kn and let T be an n/2-ary tree of

depth 2 (here α = 1/4 + o(1)). Then, with high probability, φ(T ) contains

a constant fraction of the edges of G. But all of these edges are incident on

the neighbourhood of the root, which has only (1 − e−1/2 + o(1))n vertices

with high probability, so, with high probability, G(T ) is not quasirandom.

We seek conditions on T such that we can apply the approach taken in

Section 4 with minimal changes. The condition we give here is an upper

bound on the maximum degree of T .

We need an analogue of the block model for constructing a random walk.

Instead of breaking our path into many short paths, we break our tree into

many small edge-disjoint subtrees.

Lemma 19. Let T be a rooted tree with N edges and let L ≤ N . Then T

can be written as an edge-disjoint union of rooted trees R1, . . . , RK, each of

size between L and 3L.

Proof. Let v be a vertex of T furthest from the root such that v has at least

L descendants. Then each branch of T lying below v has at most L edges, so

some union of these branches has size between L and 2L; let this be R1. We

obtain R2, . . . , RK similarly until there are less than L edges of T remaining,

which we add to RK .

Write R = {R1, . . . , RK} for the corresponding set of abstract rooted

trees, up to isomorphism. In an abuse of notation we use Ri to refer to both
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the specific subtree of T and its isomorphism type.

It is convenient to number the Ri such that, for each j, R1 ∪ · · · ∪Rj is a

subtree of T containing the root. We can then describe the block model for

the construction of a random homomorphism as follows. For each v ∈ V (G)

and R ∈ R, let Λv,R be a list of independent random homomorphisms from

R to G that map the root of R to v. Choose a vertex v1 from the given

distribution for the image of the root of T , and identify φ(R1) with the first

entry from Λv1,R1 . (If R1 has a non-trivial automorphism group then there

is a choice of identification of R1 with the reference copy in R. The choice

is unimportant provided the same choice is made every time.) Then at each

stage j we have already determined the image vj of the root of Rj, and we

identify φ(Rj) with the first unused element of Λvj ,Rj .

Now let T be a rooted tree with αn2 edges. As before we want to show

that T ‘visits’ most vertices of G about the right number of times. We need

to be careful here about what counts as a ‘visit’: what we want to count

is the number of times an edge leaves a vertex, as that is the number of

entries of the corresponding list that will be examined. So we say φ(T ) visits

x ∈ V (G) whenever uv is an edge of T with u the parent of v and φ(u) = x;

the number of visits φ(T ) makes to x is the number of edges uv for which

this occurs.

There are three places where the argument in the proof of Lemma 14

needs modification or additional details need to be checked.

(i) In the path case the edges (or vertices) of the blocks had a natural order

and the blocks were all the same size. In the tree case we are free to

choose a labelling of the edges in each block, but the blocks might still

have different sizes: when we look at the 2Lth edge from each block,

are there enough blocks with 2L edges that Chernoff’s inequality will

give good concentration?

(ii) In the path case the set of list entries examined was parameterised

by multisets of vertices of G. In the tree case the set of list entries

examined is instead parameterised by multisets of pairs (v,R) with

v ∈ V (G) and R ∈ R. So the factor
(
K+n−1
n−1

)
in the final sum needs to
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be replaced by
(
K+n|R|−1
n|R|−1

)
, and we must restrict the size of R to prevent

this becoming too large.

(iii) In the path case we had to ignore the first two vertices of each block as

we needed to take two steps before we had good information about the

distribution over vertices. This was safe because the ignored vertices

were only a o(1) fraction of the total number of vertices. In the tree

case we must ignore the edges whose start point is the root of the block

or is a child of the root. We need to ensure that the number of ignored

edges is at most a small fraction of the total number of edges.

Problem (i) is avoided by throwing away the small number of edges that

receive a label shared by few other edges. If we throw away all edges that

receive a label which is used less that εn2/L2 times then the total number of

edges thrown away is less than 3εn2/L as there are at most 3L edges in each

block.

(i) In the path case the edges (or vertices) of the blocks had a natural order and the blocks

were all the same size. In the tree case we are free to choose a labelling of the edges in each

block, but the blocks might still have different sizes: when we look at the 2Lth edge from

each block, are there enough blocks with 2L edges that Chernoff’s inequality will give good

concentration?

(ii) In the path case the set of list entries examined was parameterised by multisets of vertices

of G. In the tree case the set of list entries examined is instead parameterised by multisets

of pairs (v,R) with v ∈ V (G) and R ∈ R. So the factor
(K+n−1

n−1

)
in the final sum needs to

be replaced by
(K+n|R|−1

n|R|−1

)
, and we must restrict the size of |R| to prevent this becoming

too large.

(iii) In the path case we had to ignore the first two vertices of each block as we needed to take

two steps before we had good information about the distribution over vertices. This was

safe because the ignored vertices were only a o(1) fraction of the total number of vertices.

In the tree case we must ignore the edges whose start point is the root of the block or is a

child of the root. We need to ensure that the number of ignored edges is at most a small

fraction of the total number of edges.

Problem (i) is avoided by throwing away the small number of edges that receive a label shared

by few other edges. If we throw away all edges that receive a label which is used less that ǫn2/L2

times then the total number of edges thrown away is less than 3ǫn2/L as there are at most 3L

edges in each block.

i 3L

K

ǫn2

L2

Figure 2: Deleting a o(1) fraction of the edges ensures that the remaining labels i are each used

in a large number of blocks.

Problem (ii) is avoided by taking L small: L = logn
2 log 3 suffices. Indeed, since the number of rooted

trees on L vertices is O((2.9955 . . .)L) (see [8]) and βn2

3L ≤ K ≤ βn2

L , we have in this case that

n|R| ≪ n3/2 ≪ K, and
(
K + n|R| − 1

n|R| − 1

)
≪ Kn|R| ≪ exp

(
O(n3/2 log n)

)
,

13

Figure 2: Deleting a o(1) fraction of the edges ensures that the remaining
labels i are each used in a large number of blocks.

Problem (ii) is avoided by taking L small: L = logn
2 log 3

suffices. Indeed, since

the number of rooted trees on L vertices is O((2.9955 . . .)L) (see [Ott48]) and
αn2

3L
≤ K ≤ αn2

L
, we have in this case that n|R| � n3/2 � K, and

(
K + n|R| − 1

n|R| − 1

)
� Kn|R| � exp

(
O(n3/2 log n)

)
,
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which is small enough that it will not overpower the e−cK-type decay.

Problem (iii) is avoided by having ∆2, the square of the maximum degree

of T small (depending on the desired level of quasirandomness) compared to

L: so ∆ can be as large as a small multiple of
√

log n.

With these modifications to our earlier argument we obtain the following

result.

Theorem 20. Given α, ρ, η > 0 there exists ε, c > 0 such that the following

holds. Let G be an ε-quasirandom graph on n vertices with ρ
(
n
2

)
edges, let

T be a rooted tree of size αn2 with maximum degree ∆ ≤ c
√

log n, and let φ

be a random homomorphism from T to G such that the image of the root is

balanced. Then, with probability 1−oε(1), the subgraph G(T ) of G consisting

of the edges of φ(T ) is η-quasirandom with (1− e−2α/ρ + oε(1))ρ
(
n
2

)
edges.

It would be interesting to know how large ∆(T ) can be taken in Theo-

rem 20. By the example at the start of this section we must have ∆(T ) small

compared to n. Is this already enough?

The results of this chapter are joint work with Eoin Long.



Chapter 5

Balanced independent sets in

the cube

The discrete hypercube Qn is the graph with vertices the subsets of [n] and

edges between sets whose symmetric difference contains a single element.

The cube Qn is bipartite, with classes X0 and X1 consisting of the sets of

even and odd size respectively. The maximum-sized independent sets in Qn
are precisely X0 and X1. Ramras [Ram10] asked: how large an independent

set can we find with half its elements in X0 and half in X1? Call such an

independent set balanced. The following result verifies the conjecture made

by Ramras for the case where n is odd.

Theorem 1. The largest balanced independent set in Qn has size

2n−1 − 2

(
n− 2

(n− 2)/2

)
if n is even,

2n−1 −
(

n− 1

(n− 1)/2

)
if n is odd.

For a set A of vertices of Qn, write N(A) for the set of vertices adjacent to

an element of A. The maximal independent sets in Qn all have the form A∪
(X1\N(A)) for some A ⊆ X0. So for a maximum-sized balanced independent

set we seek the largest A ⊆ X0 for which

|A| ≤ |X1 \N(A)|.

99
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We use the following isoperimetric theorem for even-sized sets, due inde-

pendently to Bezrukov [Bez85] and Körner and Wei [KW84] (see also Tiersma

[Tie85]). Recall that x < y in the simplicial order on Qn if either |x| < |y|,
or |x| = |y| and x < y lexicographically.

Theorem 2 ([Bez85], [KW84]). Let A ⊆ X0, and let B be the initial segment

of the simplicial order restricted to X0 with |B| = |A|. Then |N(B)| ≤
|N(A)|, and X1\N(B) is a terminal segment of the simplicial order restricted

to X1.

Proof of Theorem 1. We will exhibit an initial segment A of the simplicial

order restricted to X0, and a terminal segment B of the simplicial order

restricted to X1, with N(A) ∩ B = ∅ and |A| = |B| as large as possible.

It follows from Theorem 2 that A ∪ B will be a maximum-sized balanced

independent set.

The form of A and B depends on the residue of n modulo 4. For n = 4k

we take

A = [n](0) ∪ [n](2) ∪ · · · ∪ [n](2k−2) ∪ (12 + [3, n](2k−2))

B = (1 + [3, n](2k)) ∪ [2, n](2k+1) ∪ [n](2k+3) ∪ · · · ∪ [n](n−3) ∪ [n](n−1),

where, for instance,

12 + [3, n](2k−2) = {{1, 2} ∪ x : x ⊆ {3, 4, . . . , n}, |x| = 2k − 2} .

For n = 4k + 1 we take

A = [n](0) ∪ [n](2) ∪ · · · ∪ [n](2k−2) ∪ (1 + [2, n](2k−1))

B = [2, n](2k+1) ∪ [n](2k+3) ∪ · · · ∪ [n](n−2) ∪ [n](n).

For n = 4k + 2 we take

A = [n](0) ∪ [n](2) ∪ · · · ∪ [n](2k−2) ∪ (1 + [2, n](2k−1)) ∪ (2 + [3, n](2k−1))

B = [3, n](2k+1) ∪ [n](2k+3) ∪ · · · ∪ [n](n−3) ∪ [n](n−1).
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Finally, for n = 4k + 3 we take

A = [n](0) ∪ [n](2) ∪ · · · ∪ [n](2k)

B = [n](2k+3) ∪ · · · ∪ [n](n−2) ∪ [n](n).

Verifying that these sets have the claimed sizes, and that |A| = |B| in each

case, is a simple application of the identities
(
m
r

)
=
(
m−1
r−1

)
+
(
m−1
r

)
,
(
m
r

)
=(

m
m−r
)

and
∑m

r=0

(
m
r

)
= 2m.

The maximum-sized balanced independent sets constructed above are also

maximal independent sets. For example, if n = 4k + 3, then any set not in

the family is adjacent to a complete layer; the other cases are similar, with

slight complications in the middle layers of the cube.

The results in this chapter have previously been published as [Bar12].
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